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Abstract

We analyze the robustness of equilibria in sequential games when there is almost

common certainty of payoffs. We show that a generic extensive-form game may

have no robust equilibrium behavior, but has at least one robust equilibrium out-

come, which is induced by a proper equilibrium in its normal-form representation.

Therefore, backward induction leads to a unique robust outcome in a generic

perfect-information game. We also discuss close relation between robustness to in-

complete information and strategic stability. Finally, we present the implications

of our results for the robustness of subgame-perfect implementation.
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1. Introduction

In a sequential game, how should a player respond if he observes an off-the-equilibrium-path

history? One, perhaps conventional, approach is that he attributes such an off-path history to

“trembling hands,” idiosyncratic errors made by his opponents in preceding decision nodes, and

plays a best response to the original equilibrium strategies in the continuation game. Thus, we

are naturally led to solution concepts such as (subgame-)perfect or sequential equilibria. Another,

perhaps less conventional, approach is to allow for uncertainty in payoffs and explain the off-path

history by the possibility of “crazy types” who maximize payoff functions different from ones for

“normal types.” According to this approach, the player in the off-path history updates his belief

about the opponents’ types and maximizes the expected continuation payoff against the opponents’

continuation strategies. While this paper focuses on the latter approach, we identify useful formal

connections between these two approaches.

Following Fudenberg, Kreps, and Levine (1988), we fix an extensive-form game, and consider

incomplete-information perturbations where before playing the same extensive game form, nature

chooses a profile of types for players and each player is privately informed of his type. The types

can be either “normal” where payoffs on terminal histories are the same as in the original game,

or “crazy” where payoffs on terminal histories can be different from ones in the original game.

The prior probability of the profile of normal types is close to 1. With this setup, one can ask

if the equilibrium behavior is robust. That is, an equilibrium of the original extensive-form game

is robust if for any incomplete-information perturbation, there exists a Bayesian Nash equilibrium

under which normal types play strategies that are close to the original equilibrium.

This robustness test is known to have little bite under static environments. Indeed, in any

generic normal-form game, all equilibria are regular, and hence robust (Fudenberg and Tirole

(1991, Theorems 14.5, 14.6)). In contrast, sequential games generally have no regular equilibrium

since players are indifferent among strategies that differ only off the equilibrium path. In fact, we

construct a two-stage perfect-information game whose unique subgame-perfect equilibrium is not

robust to incomplete information, as best responses in off-path histories are sensitive to introduction

of “crazy types” (Example 1 in Section 2).1 Hence, this robustness test has a non-trivial bite in

sequential games.

This motivates us to weaken the robustness test in order to hopefully restore the existence result.

More specifically, motivated by the literature on mechanism design, where the social planner is

mainly interested in equilibrium outcomes, i.e., distributions over terminal histories, and not in

equilibrium behavior per se, we weaken the robustness test by requiring that in the incomplete-

information perturbations, there exists a Bayesian Nash equilibrium under which normal types

induce an outcome that is close to that induced by the original equilibrium.2 This weakening

can have far reaching consequences and will be crucial for our main result. For example, the

1This is not a knife-edge case in that the same result holds for a nonempty open set of payoffs on terminal histories.
2In other words, we apply the robustness test to a set of equilibria that induce the same outcome. The literature
on strategic stability has also adopted set-valued solution concepts by showing that no singleton-valued solution
concept satisfies (i) admissibility and iterated dominance, (ii) backward induction and invariance, or (iii) backward
induction and forward induction (Kohlberg and Mertens (1986, pp. 1015, 1018, 1029)). In contrast, Morris and Ui
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equilibrium outcome of the two-stage game mentioned above is robust to incomplete information.

But in general, not every subgame-perfect equilibrium outcome is robust, as we show by another

game, which is of imperfect information due to simultaneous moves (Example 2 in Section 2).

Hence, one may still be worried about non-existence of robust outcomes.

It turns out that we can show the generic existence of robust outcomes (Theorem 1). That

is, every generic extensive-form game has at least one robust equilibrium outcome. This is our

first main result. The heart of the proof is to show that every hyperstable component (maximal

connected and closed set) of equilibria, defined in Kohlberg and Mertens (1986), is robust to

incomplete information. Generic existence follows immediately, given the existence of hyperstable

components and the generic finiteness of equilibrium outcomes.

While the generic existence result is useful, and its proof reveals that hyperstability is a sufficient

condition for robustness, it does not provide much insight into which equilibrium is not robust.

Our second main result exhibits necessary conditions for robustness. Indeed, we show that every

robust equilibrium outcome is stable in the sense of Kohlberg and Mertens (1986), and induced

by some proper equilibrium (Propositions 2 and 3). Moreover, we show by means of an example

that neither stability nor properness is sufficient for robustness. These results suggest that the

class of perturbations used for our robustness notion is significantly larger than those for stability

and for proper equilibria. Of course, this does not weaken the main message in AFHKT since full

implementation does fail in nearby environments (i.e., undesirable equilibria may still appear in

nearby games). In addition, combined with the generic existence result, the necessity of properness

generates an interesting link between the conventional trembling-hand approach and our approach.

That is, every generic perfect-information game has a unique robust outcome, which coincides

with the backward-induction outcome (Corollary 1). More generally, our necessary and sufficient

conditions shed light on how the traditional refinement literature connects with the more recent

literature on robustness to incomplete information.

Our main motivation in this paper is to study the role of the standard assumption that the envi-

ronment is of complete information when the game played is sequential. The assumption that the

game is of complete information is particularly prominent in mechanism design and, more specif-

ically, in the implementation literature. The growing body of work on robust mechanism design

(e.g., Bergemann and Morris (2012)) which intends to assess the role of (strong) informational

assumptions in mechanism design partly motivated our exercise. Sequential mechanisms are of

special importance in this literature. For instance, it is well known that many social choice func-

tions cannot be implemented using static mechanisms when Nash equilibrium is used as a solution

concept (Maskin (1999), Jackson (1989)). However, in a seminal paper, Moore and Repullo (1988)

showed that—under complete information—only weak conditions are needed when using sequential

mechanisms and subgame perfection as a solution concept. This result had an important impact

beyond the implementation literature and yielded the “implementation critique” of the property

right theory of the firm (e.g., Maskin and Tirole (1999)). Recently, Aghion, Fudenberg, Holden,

(2005) introduce a set-valued notion of robustness because even a generic normal-form game may not have a robust
equilibrium in the sense of Kajii and Morris (1997a).
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Kunimoto, and Tercieux (2012) (AFHKT, hereafter) showed that Moore and Repullo’s implemen-

tation result may not be maintained when the information of agents is slightly perturbed. In

particular, AFHKT showed that in many cases where Moore and Repullo’s mechanisms are used,

in incomplete-information perturbations, undesirable equilibria may appear and no equilibrium be-

havior is close to the (unique) subgame-perfect equilibrium behavior of the original game induced

by the mechanism.3 Loosely speaking, the latter result uses a notion of robustness close to the

standard notion mentioned above (à la Fudenberg and Tirole (1991)). However, what eventually

matters in mechanism design is the outcome of the game and the result by AFHKT leaves open

the possibility that some desirable equilibrium outcome survives in nearby situations. Using the

leading example of AFHKT, we show how slight variations on our arguments can complete the

picture: we prove that the original subgame-perfect equilibrium outcome is robust (Proposition 5).

Thus, at least for this example, our results allow to save part of the properties of the Moore and

Repullo’s mechanism proving that the (unique) desirable equilibrium outcome survives in nearby

incomplete-information games. In addition, we argue that the logic behind the example extends

much beyond this specific instance.

1.1. Related Literature. Kajii and Morris (1997a) introduce the notion of robust equilibria as

in our paper, but they focus on simultaneous-move games and allow for perturbations where there

may not be almost common certainty of the original payoff functions (see Section 6). Chassang

and Takahashi (2011) apply their robustness requirement to repeated games and prove a folk

theorem in (dynamically) robust equilibria. Weinstein and Yildiz (2007) study the impact of

perturbations of higher-order beliefs (formalized by the product topology in the universal type

space) in simultaneous-move games. The impact of perturbations of higher-order beliefs in dynamic

environments is studied in Chen (2012), Penta (2012), and Weinstein and Yildiz (2013). In all these

papers, there need not be almost common certainty of the original payoffs in the perturbations.

In static environments, robustness to perturbations assuming almost common certainty of the

original payoffs has been studied in Monderer and Samet (1989), Fudenberg and Tirole (1991,

Chapter 14), Chen, Di Tillio, Faingold, and Xiong (2010), and Morris, Takahashi, and Tercieux

(2012). Fudenberg, Kreps, and Levine (1988) introduce the notion of “elaborations” that respect

dynamic structures and investigate the condition under which a given equilibrium behavior can be

approximated by a sequence of strict equilibria in nearby elaborations. Our paper studies robustness

issues in sequential games where we impose almost common certainty of payoffs.

In the Stackelberg oligopoly and two-stage sequential games more generally, subgame-perfect

equilibrium behavior may not be robust if the followers observe the leaders’ actions with noise, but

generically, every such game has at least one subgame-perfect equilibrium outcome that is robust

to noisy monitoring (Bagwell (1995), van Damme and Hurkens (1997), and Güth, Kirchsteiger, and

Ritzberger (1998)). Our generic existence result and its proof are similar in spirit to those in Güth,

3AFHKT show that in incomplete-information perturbations of the complete-information game induced by the Moore
and Repullo mechanism, no equilibrium behavior is close to the (unique) subgame-perfect equilibrium behavior of
the original game provided that the mechanism originally implements a non-strategy-proof social choice function. In
addition, for any (finite) extensive-form mechanism, if, under complete information, a non-Maskin monotonic social
function can be implemented with this mechanism, then, in incomplete-information perturbations, an undesirable
equilibrium outcome exists.
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Kirchsteiger, and Ritzberger (1998). However, we consider another class of perturbations, and our

robustness notion is implied by hyperstability while the weaker notion of essential sets is sufficient

in their case. Indeed, we show, by means of an example, that our robustness notion is different

from theirs (see Remark 3).

There is a large literature on reputation in repeated games, which studies the impact of intro-

ducing “crazy types” on equilibrium behavior and outcomes (see Mailath and Samuleson (2006)).

Despite apparent similarity between the reputation literature and our paper, the two differ with

respect to the order of limits. Namely, the reputation literature first fixes a small probability of

“crazy types” and then takes sufficiently long horizon of the game (or the discount factor sufficiently

close to 1) whereas we first fix an extensive-form game, including the horizon, and then take small

incomplete-information perturbations.

2. Motivating Examples

In this section, we give a first insight into the robustness test we will study in this paper.

Example 1 shows that if we stick to the standard definition of robustness in terms of equilibrium

behavior, then even a unique subgame-perfect equilibrium (of a perfect-information game) with

strict incentives at each node may not be robust. We then explain how the definition of robustness

can be modified to restore the robustness of the equilibrium in this specific game. This gives an

idea of our main theorem, which will show that any generic extensive-form game has a robust

equilibrium outcome. In Example 2, we provide an example of a game that has a subgame-perfect

equilibrium with strict incentives at each node, which induces an outcome that is not robust in our

sense. This shows that the weaker robustness test we propose still has a significant bite.

2.1. Example 1. Let us consider a perfect-information game with two players i = 1, 2 and two

stages. Player 1 plays first and chooses between Top (T) and Bottom (B). If (and only if) Player

1 plays B, then Player 2 has an opportunity to choose between action Top (T) and Bottom (B).

Payoffs are given as follows:

1

(2, 2)

2

(3, 0)

(1, 1)

T

B

B

T

In the above game, the unique subgame-perfect equilibrium is to play action T for each player. We

first show that the behavior prescribed by this equilibrium is not robust to incomplete information,

i.e., one can perturb the original game by introducing a small amount of uncertainty in such a

way that the perturbed game has no equilibrium where Player 1 follows the strategies prescribed

by the equilibrium. To see this, let us build an incomplete-information elaboration of the above

perfect-information game. Player 1 is assumed to have two types: t∗1 and tcrazy
1 while Player 2 has
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a single type t∗2. The prior probability over the set of possible profiles of types puts a probability

ε > 0 on (tcrazy
1 , t∗2) and 1− ε on (t∗1, t

∗
2). Payoffs are given as follows:

[1− ε] 1

(2, 2)

(3, 0)

(1, 1)

T

B

B

T

[ε] 1

(2, 2)

(4, 2)

(3, 1)

T

B

B

T

2

When Player 1 is of type t∗1, the ex-post payoffs for both players are given by the upper tree,

and when Player 1 is of type tcrazy
1 , the ex-post payoffs are given by the lower tree. Hence, with

(arbitrarily) small probability, the same game tree is played but with different payoffs on terminal

histories. Observe that when Player 1 is of type tcrazy
1 , he has a dominant strategy to play action

B. Now, let us show that for any ε > 0, there cannot be an equilibrium where Player 1 plays T

when he is of type t∗1. Proceed by contradiction and assume there is such an equilibrium. If Player

1 upon receiving t∗1 plays according to the equilibrium, he gets payoffs 2. Now, if Player 1 deviates,

by Bayes’ rule, as long as ε is strictly positive, Player 2 must believe with probability one that

Player 1 is of type tcrazy
1 . By construction of the incomplete-information game, Player 2 must then

be playing B. Coming back to Player 1 of type t∗1, the deviation must then make him strictly better

off. This is a contradiction.

Note that we can extend the above argument and show that there is no equilibrium in mixed

strategies where both t∗1 and t∗2 play T with high probabilities. Indeed, it is easy to check that if t∗2
were doing so, then Player 1 would have no incentive to mix and the argument above would apply.4

In many contexts, what really matters is not the equilibrium behavior per se but the distribution

over terminal histories induced by the equilibrium. For instance, this is particularly clear when we

consider a mechanism design setting where the designer cares about the allocation selected by the

mechanism after a report of agents. Of course, here the selected allocation depends only on the

terminal history and not on the specific behavior of agents off the equilibrium path. The designer

may want to ensure that a nearby allocation is selected when we slightly perturb the game (e.g.,

4In this example, Player 2’s payoffs on terminal histories depend on Player 1’s type, and hence and Player 2 learns
her own payoffs through Player 1’s action in the first stage. This feature is not essential to our argument. We can
change the example by adding another move by Player 3 after Player 2’s choice of B; see Online Appendix C.1 for
details.
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see AFHKT). In such a case, he would not care if in those perturbed games, agents’ equilibrium

behavior changes as long as the terminal history induced by equilibrium behavior (and hence, the

allocation selected by the mechanism) does not change too much. Given the above argument,

it is natural to ask whether in any perturbed game, one can find an equilibrium that induces a

distribution over terminal histories—or more simply, an outcome—that is close to the outcome

induced by a given equilibrium. More specifically, in our original two-player example, can we find

an equilibrium in the perturbed game under which t∗1 would play T with a probability that goes

to 1 as ε goes to 0? The answer is yes. Indeed, fix ε > 0 and consider a profile of strategies where

Player 1 mixes when he is of type t∗1 putting probability ε
1−ε on B (and the complement probability

on T) and plays B with probability one when he is of type tcrazy
1 . Player 2 in turn mixes and plays

T and B with probability fifty-fifty. It is easily checked that Player 1 is indeed indifferent between

his two actions when he is of type t∗1 while, using Bayes’ rule, Player 2 believes that Player 1 is

of type t∗1 and of type tcrazy
1 with probability fifty-fifty, and so Player 2 is also indifferent between

his two actions. Note that while under this equilibrium, players’ behavior is far from the original

equilibrium (Player 2 mixes with probability fifty-fifty on each action), this equilibrium induces a

distribution over terminal histories that gets closer and closer (as ε vanishes) to the dirac measure

on T.

One of our main results will show that any generic sequential game has a sequential equilibrium

outcome that is robust to a class of incomplete-information elaborations. Also, it is known that

in generic simultaneous-move games, any equilibrium is robust in our sense (Fudenberg and Tirole

(1991, Theorems 14.5, 14.6)). Hence, a natural question arises: does the robustness test (informally)

formulated here have any bite? I.e., can we find games where some sequential equilibrium outcome

is not robust in the sense that for some nearby incomplete-information elaboration, no equilibrium

induces a distribution over terminal histories that is close to this outcome? The following example

shows that non-robust equilibrium outcomes may exist in generic sequential games.

2.2. Example 2. Let us consider an outside-option game with two players i = 1, 2 and two stages.

Player 1 plays first and chooses between Top (T) and Bottom (B). If (and only if) Player 1 plays

B, then the players play a battle-of-sexes. Payoffs are given as follows:

1

(2, 2)

1
3, 1 0, 0

0, 0 1, 3

U

D

L R
T

B

In the above game, there are two subgame-perfect equilibrium outcomes. One is that Player 1

plays T, which is sustained by an off-path behavior under which the players coordinate on (D,R)

(or on the mixed equilibrium) if Player 1 plays action B. The other is that Player 1 plays B and then

in the subgame, the players coordinate on (U,L). In the sequel, we show that the first equilibrium

outcome is not robust to incomplete information, i.e., one can build nearby incomplete-information
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games under which no (mixed) equilibrium induces a distribution over terminal histories that yields

Player 1 to play T with large ex ante probability. As will become clear, this example shows that

the robustness test we formulate in this paper has a significant bite. In particular, even a subgame-

perfect equilibrium (outcome) with strict incentives at each node may not be robust in our sense.5

To see this, let us build and incomplete-information elaboration of the above game. Player 1 is

assumed to have two types: t∗1 and tcrazy
1 while Player 2 has a single type t∗2. The prior probability

over the set of possible profile of types puts a probability ε > 0 on (tcrazy
1 , t∗2) and 1− ε on (t∗1, t

∗
2).

When Player 1 is the type t∗1, the ex-post payoffs for both players are given by the above game.

However, when Player 1 is type tcrazy
1 , the ex-post payoffs are given as follows:

1

(2, 2)

1
3, 1 3, 0

0, 0 0, 3

U

D

L R
T

B

Hence, here again, with (arbitrarily) small probability, the same game tree is played but with

different payoffs for Player 1. Observe that when Player 1 is of type tcrazy
1 , he has a strictly dominant

strategy to play B and then U.

In the remaining, we show that for any ε > 0, in the above incomplete-information game, there

is no equilibrium where Player 1 of type t∗1 plays T with positive probability. First, it is easy to

show that t∗1 cannot play T with probability one. To see this, proceed by contradiction and assume

that there is an equilibrium under which t∗1 plays T with probability one. Then whenever Player

2 sees that Player 1 has played B, his only belief consistent with Bayes’ rule puts probability one

on the event that Player 1 is of type tcrazy
1 . Hence, in case Player 2 sees Player 1 playing action B,

he believes that Player 1 will be playing U in the subgame and so he himself plays action L in the

subgame. Given that, it is clearly profitable for Player 1 of type t∗1 to deviate from his equilibrium

action and play B and then U. This yields a contradiction.

Now, let us show that for any ε > 0, in the above incomplete-information game, there is no

equilibrium where Player 1 of type t∗1 mixes over actions T and B. Indeed, for this to be possible,

t∗1 has to be indifferent between T and B. Hence, in the subgame, Player 1 must play U. Otherwise,

if Player 1 were to put a positive probability on D in the subgame, his expected equilibrium payoff

in the subgame would be no more than his expected payoff from playing D, which is at most 1

regardless of Player 2’s equilibrium action. Hence, t∗1 would not be indifferent between T and

B, which is a contradiction. Now, note that Player 1 plays U in the subgame irrespective of his

5Note that the non-robust outcome here does not survive iterative deletion of weakly dominated strategies: for
Player 1, playing B and then D is strictly dominated by playing just T in the first stage. Given this, playing L weakly
dominates playing R for Player 2. Given this, Player 1 strictly prefers playing B and then U to playing T. Hence,
(BU,L) is the only action profile surviving iterative deletion of weakly dominated strategies. More generally, if an
outcome is robust, then it must be induced by an equilibrium that survives iterative deletion of weakly dominated
strategies, but the converse does not hold in general. See Section 4.1 and Remark 5.
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type. Given that, Player 2 has a unique best response to play L, and here again, t∗1 would not be

indifferent between T and B. In conclusion, there is no equilibrium that makes Player 1 of type t∗1
play T with positive probability, proving our claim.

3. Framework and Generic Existence

In this section, we formally define our robustness notion as well as present our first main result

(generic existence) and its proof.

3.1. Complete-Information Normal-Form Games. A (finite) complete-information normal-

form game G = (N, (Ai)i∈N , (vi)i∈N ) consists of a finite set of players N and for each player i ∈ N ,

a finite set of player i’s actions Ai and his payoff function vi : A→ R with A =
∏
i∈N Ai. A mixed

action of player i is denoted αi ∈ ∆(Ai), and a profile of mixed actions is denoted α = (αi)i∈N

with no subscript (similar abbreviations will be used throughout the paper).6 The domain of vi is

extended to mixed action profiles in the standard way. We say that α is a (Nash) equilibrium if

vi(α) ≥ vi(ai, α−i) for any i ∈ N and ai ∈ Ai.

3.2. Complete- and Incomplete-Information Extensive-Form Games. Following Osborne

and Rubinstein (1994), we define a (finite) incomplete-information extensive game form Γ =

(N,H, τ, fc, (Ii)i∈N ) as follows. (1) N is a finite set of players. (2) H is a finite set of histo-

ries that satisfies (2a) ∅ ∈ H and (2b) if (ak)k=1,...,K ∈ H and L < K then (ak)k=1,...,L ∈ H. (3) τ

is a function that assigns to each nonterminal history a member of N ∪ {c} with the interpretation

that τ(h) ∈ N is the player who takes an action after history h, whereas chance determines the

action if τ(h) = c. (4) For each player i ∈ N , Ii is his information partition on Hi, where Hi is

the set of histories after which player i moves. For any history h ∈ Hi, Ii(h) ∈ Ii denotes the

information set that contains h, and Si(h) = {ai : (h, ai) ∈ H} denotes the set of actions available

to player i at h. It is required that Si(·) be Ii-measurable, i.e., Si(h̄) = Si(h) for all h̄ ∈ Ii(h).

(5) Finally, fc is a function that associates with every history h for which τ(h) = c, a probability

distribution fc(· | h) on Sc(h). We make the usual restriction to ensure that the extensive game

form has perfect recall. Let Z be the set of terminal histories and gi : Z → R be the payoff function

of player i; the domain of gi is naturally extended to ∆(Z). Then (Γ, (gi)i∈N ) is an incomplete-

information extensive-form game. When there is no move by nature, such a game will be called

a complete-information extensive-form game. Note that even in a complete-information extensive-

form game, there may exist non-trivial information sets for players. This reflects the fact that when

a player has an opportunity to choose an action, he may not know what actions his opponents’

have chosen in the past. Hence, although formally speaking we do not allow more than one player

to move after any history, this allows to capture situations essentially similar to that where players

choose actions simultaneously. We say that an extensive-form game is of perfect information if it is

a complete-information extensive-form game with Ii(h) = {h} for all players i and all histories h.

A pure strategy for player i is a mapping si : Hi →
⋃
h∈Hi

Si(h), where for all h ∈ Hi, si(h) ∈
Si(h) and si(h) = si(h̄) for all h̄ ∈ Ii(h). Let Si be the set of pure strategies of player i. A

6All along the paper, for a given finite set X, we denote ∆(X) for the set of probability distributions over X.
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mixed strategy σi is a probability distribution over pure strategies, σi ∈ ∆(Si). A profile of pure

strategies s = (si)i∈N induces a distribution z(s) over terminal histories; we extend the domain of

z(·) to mixed-strategy profiles. Given an incomplete-information extensive-form game (Γ, (gi)i∈N ),

we will denote GΓ,g = (N, (Si)i∈N , (g
N
i )i∈N ) for its (ex ante) normal-form representation where

gNi (s) = gi(z(s)). A mixed-strategy profile is a Bayesian Nash equilibrium in (Γ, (gi)i∈N ) if it is a

Nash equilibrium in GΓ,g.

We will restrict our attention to specific incomplete-information extensive-form games called

elaborations. An elaboration of a complete-information extensive-form game (Γ, (gi)i∈N ) is an

incomplete-information game where the first move is done by nature and determines a profile of

types. Each player is informed of his own type and then plays the game form Γ. Formally, an

elaboration of (Γ, (gi)i∈N ) with a finite set of types Ti for each player i and a prior P ∈ ∆(T ) is an

incomplete-information extensive-form game (N, {∅} ∪ T ×H, τ̃ , f̃c, (Ĩi)i∈N , (ui)i∈N ) where the set

of players is the same as in the complete-information game and before the game is played, nature

chooses a profile of types according to the prior probability P , i.e., τ̃(∅) = c, Sc(∅) = T =
∏
i Ti

and fc(t | ∅) = P (t). Then the same extensive game form is played, i.e., for all t ∈ T , and h ∈ H,

τ̃(t, h) = τ(h) and f̃c(· | (t, h)) = fc(· | h). In addition, for any history h′ = (t, h), player i is

privately informed of his own type, i.e., Ĩi(h
′) = {ti} × T−i × Ii(h). The set of terminal histories is

then T × Z, where Z is the set of terminal histories of the complete-information game, and hence

for each player i, payoffs are defined by ui : Z×T → R. An elaboration of the complete-information

extensive-form game (Γ, (gi)i∈N ) will be denoted by U = (Γ, P, T, (ui)i∈N ). We assume that payoffs

are uniformly bounded over elaborations, i.e., there is M ≥ 0 such that for each elaboration

U = (Γ, P, T, (ui)i∈N ), max(z,t)∈Z×T |ui(z, t)| ≤ M . Note that in an elaboration, a pure strategy

for player i is a mapping from Ti to Si, and a mixed strategy can be identified with two kinds of

behavioral strategy: a mapping from Ti to ∆(Si) and a mapping from Ti ×Hi to
⋃
h∈Hi

∆(Si(h)).

3.3. Robustness to Incomplete Information. Now, we want to formalize the idea that an

elaboration U = (Γ, P, T, (ui)i∈N ) is close to a complete-information game (Γ, (gi)i∈N ) if with high

probability, the payoffs under U are the same as those under (Γ, (gi)i∈N ). In order to do so, we

follow the approach proposed by Fudenberg, Kreps, and Levine (1988).

Definition 1. Fix ε ≥ 0. U = (Γ, P, T, (ui)i∈N ) is an ε-elaboration of (Γ, (gi)i∈N ) if it is an

elaboration of (Γ, (gi)i∈N ) and there is a type profile t∗ ∈ T satisfying P (t∗) ≥ 1− ε and ui(·, t∗) =

gi(·) for all i ∈ N .7

Given Example 1, we will not focus on the robustness of equilibrium strategies, as is often

done in the literature (see Fudenberg, Kreps, and Levine (1988), Monderer and Samet (1989), and

Kajii and Morris (1997a) among others), but on the robustness of equilibrium outcomes—recall

our terminology: an outcome is a distribution over terminal histories. In order to formalize our

robustness notion, we will measure distance between two distributions over terminal histories, µ and

ν, by the max norm: ‖µ− ν‖ = maxz∈Z |µ(z)− ν(z)|. In the sequel, we abuse notations and use

7We could instead require that maxz∈Z |ui(z, t
∗)− gi(z)| ≤ ε; all but one of our results would remain unchanged. See

footnote 16.
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symbol z as an element of Z as well as the outcome function of the complete-information game,

i.e., the function mapping
∏
i ∆(Si) to Z.

Definition 2. Fix a complete-information extensive-form game (Γ, (gi)i∈N ). An equilibrium out-

come µ ∈ ∆(Z) is robust if for any δ > 0, there is ε > 0 such that any ε-elaboration has a Bayesian

Nash equilibrium σ satisfying ‖µ− z(σ(t∗))‖ < δ.8

In the above definition, we use Bayesian Nash equilibrium as a solution concept. In general,

nothing precludes that an equilibrium outcome is robust when we use Bayesian Nash equilibria

in the ε-elaborations while this outcome would not be robust anymore when we use a stronger

solution concept such as perfect Bayesian or sequential equilibrium. As we will discuss later,

our generic existence result remains unchanged if we use any solution concept with the existence

property coarser than properness (which includes both perfect Bayesian and sequential equilibria),

see Remark 1.

Although our robustness notion in Definition 2 shares some similarities with those introduced

by Kajii and Morris (1997a,b) as well as Monderer and Samet (1989), there are some essential

differences. The most important is that under our definition, when ε vanishes, the prior of an

ε-elaboration puts probability 1 on the single profile of types t∗ and not on a set of types (all

having ex post payoffs identical to those of the complete-information game). This seemingly small

difference turns out to have far reaching consequences as discussed in Section 6.

3.4. The Main Theorem: Existence. In generic normal-form games, we know that every Nash

equilibrium is robust (Fudenberg and Tirole (1991, Theorems 14.5, 14.6)). While we showed in

Example 1 that with the usual definition, there may be no robust equilibrium at all, we prove

that with the version of robustness given in Definition 2 above based on equilibrium outcomes, we

recover a generic existence result.

Given a complete-information game form Γ, let G be the set of payoff function profiles (gi)i∈N such

that (Γ, (gi)i∈N ) has finitely many equilibrium outcomes. By Kreps and Wilson (1982, Theorem

2), G is generic, i.e., RZ×N \ G has Lebesgue measure zero in RZ×N .

Theorem 1. If (gi)i∈N ∈ G, then at least one of the equilibrium outcomes is robust.

The genericity condition is indispensable. For example, consider the following two-player normal-

form game with only one active player:

X

T 0, 0

B 0, 1

(1)

It is easy to see that this game has no robust equilibrium outcome. Indeed, for any ε ∈ (0, 1], we can

construct an elaboration with T1 = {t∗1}, T2 = {t∗2, tT2 }, and P (t∗) = 1 − P (t∗1, t
T
2 ) = ε, u1(·, t∗) =

u1(B,X, t∗1, t
T
2 ) = 0 and u1(T,X, t∗1, t

T
2 ) = 1. Then this elaboration has a unique Bayesian Nash

8Here, σ(t∗) denotes the profile of mixed strategies in the complete-information game form Γ played by t∗.
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equilibrium, where Player 1 plays T for sure. Similarly, we can exchange T and B and construct

another elaboration where Player 1 plays B for sure in the unique Bayesian Nash equilibrium.9

We now comment on a number of implications of the theorem. First, Theorem 1 implies that

the unique subgame-perfect equilibrium outcome of Example 1 is robust. Indeed, in this example,

there is a unique equilibrium outcome (the dirac measure on T). Similarly, in Example 2, there are

two equilibrium outcomes: the dirac measure on T and the dirac measure on (B, (U,L)). Since we

have shown that the former is not robust, the latter must be by the existence result of Theorem 1.

Before we move to the proof of Theorem 1, let us go back to Example 1 and give a short intuition.

Under complete information, the normal-form representation of the game is given by

T B

T 2, 2 2, 2

B 1, 1 3, 0

(Table 1)

Now, if we write the (ex ante) normal-form representation of the ε-elaboration considered in the

example, we get

T B

(T,T) 2, 2 2, 2

(T,B) 2 + ε, 2− ε 2 + 2ε, 2

(B,T) 1 + ε, 1 + ε 3− ε, 2ε
(B,B) 1 + 2ε, 1 3 + ε, 2ε

where (s1, s
′
1) ∈ {T,B}×{T,B} denotes the strategy of Player 1 playing s1 when his type is t∗1 and

s′1 otherwise. Observe first that for ε = 0, this game is “equivalent” to the normal-form game given

in Table 1 above, in the sense that by identifying payoff-equivalent strategies (T,T) and (T,B),

and (B,T) and (B,B), we get exactly the game given in Table 1 (up to payoff-irrelevant names of

strategies). Hence, for ε > 0, we can see the ε-elaboration as a normal-form game where we first add

some redundant pure strategies and then slightly perturb the payoffs. This makes a link between

our notion of elaborations that perturbs players’ information structure as well as payoffs on terminal

histories and a notion of perturbations in the refinement literature that perturb payoffs in normal

form. In particular, Kohlberg and Mertens (1986) say that a set E of equilibria of a normal-form

game is hyperstable if for any equivalent normal-form game and any small perturbation of payoffs

of this equivalent game, there is an equilibrium close to E. They showed that any game has a

component (maximal connected and closed set) of equilibria that is hyperstable. For instance, in

the game given in Table 1, the set of mixed strategy profiles putting probability one on T for Player

1 and probability p in between 1/2 and 1 on T for Player 2 is a hyperstable component. As one can

see here, all strategy profiles in this component yield the same outcome T (i.e., the dirac measure

on the terminal history where Player 1 plays T). Since, as we already explained, an ε-elaboration

can be seen as a particular case of a payoff perturbation of an equivalent game, in an ε-elaboration

(for ε small), there must exist an equilibrium that is close to this hyperstable component and so

which yields an outcome close to T. Since this reasoning holds for any ε-elaboration, the outcome

T is actually a robust outcome.

9The normal-form representation of Example 1 also serves as a non-generic counterexample for Theorem 1.
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In the next section, we provide the proof of Theorem 1, which generalizes the above argument

to generic extensive-form games.

3.5. Proof of Theorem 1. To prove Theorem 1, we will use the notion of hyperstability introduced

by Kohlberg and Mertens (1986), or to be more precise, its strengthening proposed by Govindan

and Wilson (2005), i.e., the notion of uniform hyperstability.10 Let us recall its definition.

Following Kohlberg and Mertens (1986), we define an equivalence relation between games. First,

say that, in a given normal-form game, two strategies of one player are equivalent if for every profile

of other players’ strategies they yield the same payoff. A pure strategy of a player is redundant

if that player has another pure or mixed strategy that is equivalent. From a normal-form game

G, one obtains its reduced form G∗ by deleting redundant pure strategies until none remain. The

reduced form is unique apart from the payoff-irrelevant names of the remaining pure strategies.

Two normal-form games G and G′ are equivalent if their reduced forms are the same, i.e., G∗ = G′∗
(up to payoff-irrelevant names of strategies).

For two normal-form games G = (N, (Ai)i∈N , (vi)i∈N ) and G′ = (N, (Ai)i∈N , (v
′
i)i∈N ) with the

same sets of players and of each player’s actions, we define ‖G−G′‖ = maxi∈N,a∈A |vi(a)− v′i(a)|.

Now, let us present the notion of uniform hyperstability—which for short we will just call hy-

perstability.

Definition 3 (Kohlberg and Mertens (1986), Govindan and Wilson (2005)). A subset E of equi-

libria of a normal-form game G is hyperstable if for every δ > 0, there is ε > 0 such that for every

equivalent game G′, any G′′ satisfying ∥∥G′′ −G′∥∥ ≤ ε
has an equilibrium α′′ that is δ-close to some equilibrium α ∈ E.11

To contrast the notion of hyperstability with our notion of robustness, note that hyperstabil-

ity perturbs payoffs over strategy profiles while robustness perturbs payoffs on terminal histories.

Hence, hyperstability does not take into account any extensive-form structure: if we see G as the

normal-form representation of an extensive-form game (Γ, (gi)i∈N ), then the notion of hyperstability

allows for perturbed games (say with no addition of equivalent strategies) G′′ that do not corre-

spond to the normal-form representation of any extensive-form game (Γ̃, (g̃i)i∈N ) satisfying Γ̃ = Γ.

Hence, while our notion of “nearby games” respects the extensive-form structure of (Γ, (gi)i∈N ),

i.e., the set of histories of an elaboration is just a duplication of the set of histories in Γ, the notion

of perturbation in consideration for hyperstability does not respect any extensive-form structure.

In this sense, we impose more discipline by respecting the extensive-form structure of (Γ, (gi)i∈N ).

On the other hand, the notion of hyperstability only allows for perturbations of payoffs and does

not perturb the information structure of players. In this sense, our perturbations are wider than

10We also follow Govindan and Wilson (2005) and leave aside the minimality condition required in Kohlberg and
Mertens (1986).
11Strictly speaking, α and α′′ lie in different strategy spaces. We define the (pseudo)distance between α and α′′ after
mapping them to strategy profiles in the reduced form G∗.
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just payoff perturbations. So overall, it does not seem obvious a priori how to compare hypersta-

bility and robustness. However, Proposition 1 below gives a precise sense in which a “hyperstable

outcome” is robust.

We also recall some basic results that will be used in our proof. An equilibrium component,

or simply a component, is a maximal connected and closed set of Nash equilibria. Every finite

normal-form game has finitely many components, at least one of which is hyperstable (Kohlberg

and Mertens (1986, Proposition 1)). If (gi)i∈N ∈ G, then since a strategy profile induces an outcome

continuously, and every continuous function from a connected space to a discrete space is constant,

the equilibrium outcome is constant over each component.

We are now in a position to prove our theorem. Consider a complete-information extensive-form

game (Γ, (gi)i∈N ) such that (gi)i∈N ∈ G. Let GΓ,g = (N, (Si)i∈N , (g
N
i )i∈N ) be its normal-form

representation. Let C be a hyperstable component of GΓ,g. Let µ ∈ ∆(Z) be the unique outcome

associated with C, i.e., for any equilibrium σ ∈ C, z(σ) = µ. We will show that µ is indeed a robust

outcome. Hence, Theorem 1 is a corollary of Proposition 1 below.

Proposition 1. Fix a complete-information extensive-form game (Γ, (gi)i∈N ). If C is a hyperstable

component of GΓ,g and µ ∈ ∆(Z) is the unique outcome associated with C, then µ is robust.12

Proof. Fix δ > 0. Let ε > 0 be as in the definition of hyperstability. Fix any ε̃-elaboration

U = (Γ, P, T, (ui)i∈N ) of (Γ, (gi)i∈N ) and let GΓ,u = (N, (S′i)i∈N , (u
N
i )i∈N ) be its normal-form

representation. Denoting Si for the set of player i’s pure strategies in (Γ, (gi)i∈N ), we have that

S′i = STii and uNi (s′) =
∑

t∈T P (t)ui(z(s
′(t)), t) for any s′ ∈ S′. The positive number ε̃ is yet to be

specified.

We first build a game G′ equivalent to GΓ,g = (N, (Si)i∈N , (g
N
i )i∈N ), the normal-form represen-

tation of (Γ, (gi)i∈N ). In order to do so, consider the normal-form game G′ = (N, (S′i)i∈N , (v
′
i)i∈N )

where for any s′ ∈ S′,
v′i(s

′) = gNi (s′(t∗)).

Clearly, the game G′ is equivalent to GΓ,g.

Now, we show that GΓ,u is in a neighborhood of the game G′ (note that they both have the same

set of strategies). Indeed,

uNi (s′) =
∑
t∈T

P (t)ui(z(s
′(t)), t)

= P (t∗)gi(z(s
′(t∗))) +

∑
t6=t∗

P (t)ui(z(s
′(t)), t)

= P (t∗)v′i(s
′) +

∑
t6=t∗

P (t)ui(z(s
′(t)), t).

12Govindan and Wilson (2005) show that an equilibrium component is hyperstable if and only if its index is nonzero
(Dold (1972), Ritzberger (1994)). Combined with Proposition 1, this provides a sufficient condition for an outcome to
be robust in a generic extensive-form game. That is, in a generic extensive-form game (Γ, (gi)i∈N ), if an equilibrium
component C of GΓ,g has a nonzero index, then the unique outcome µ ∈ ∆(Z) associated with C is robust.
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Since payoffs are uniformly bounded over elaborations, the above term tends to v′i(s
′) as ε̃ tends to

0. Hence, for ε̃ small enough, GΓ,u is indeed in the ε-neighborhood of G′.

Now, by the definition of hyperstability, GΓ,u has an equilibrium σ′′ that is δ-close to some

equilibrium in C. Hence, by the continuity of z, and assuming here again that ε̃ is small enough,

z(σ′′(t∗)) is δ-close to µ. Hence, the ε̃-elaboration U has a Bayesian Nash equilibrium σ′′ satisfying

‖µ− z(σ′′(t∗))‖ < δ.

Remark 1. Hillas (1990, Theorem 4) shows a “continuity property” for various notions of stability.

In particular, the continuity property of hyperstability implies that in the proof of Proposition 1,

GΓ,u has a hyperstable component CΓ,u contained in a neighborhood of C. Therefore, in the above

proof, we can choose any equilibrium in CΓ,u as σ′′. Since CΓ,u contains a proper equilibrium

of GΓ,u (Kohlberg and Mertens (1986, Proposition 5)), and hence a sequential equilibrium of U

(van Damme (1984), Kohlberg and Mertens (1986, Proposition 0)), this shows that σ′′ can be

a sequential equilibrium. Hence, our generic existence result would hold if we were to replace

the notion of Bayesian Nash equilibrium in Definition 2 by sequential equilibrium or any solution

concept with the existence property that is coarser than properness.

Remark 2. Proposition 1 shows that hyperstability is sufficient for robustness. Beyond the class of

generic perfect-information games, whether hyperstability is necessary for robustness remains open

to us.13,14

Remark 3. The proof of our generic existence result, which relies on hyperstability, is similar in

spirit to that in Güth, Kirchsteiger, and Ritzberger (1998), which in turn relies on the notion

of essentiality. Namely, Güth, Kirchsteiger, and Ritzberger (1998) show that the outcome of an

essential set is robust to noisy monitoring, which they call “accessible.” We show in Appendix

A.3 that there is an essential outcome that is not robust in our sense, implying that our notion of

robustness is different from their notion of accessibility.

4. Necessary Conditions

This section presents two necessary conditions for robust equilibrium outcomes: stable sets and

proper equilibria.

13As shown in the proof of Proposition 1, our notion of elaboration can be seen as a perturbation allowed by
hyperstability. However, the latter class of perturbations is larger since it does not require the extensive-form structure
to be respected. This may be a sign that hyperstability is not necessary for robustness for some games. Finding
such a game is not an easy task though since we lack alternative sufficient conditions (other than hyperstability) to
show robustness. Of course, one could weaken the definition of hyperstability by restricting attention to equivalent
games G′ that duplicate only pure strategies in G. Let us call this weaker notion semi-hyperstability. From the proof
of Proposition 1, it is clear that every semi-hyperstable outcome is robust. However, whether semi-hyperstability is
strictly weaker than hyperstability remains open to us.
14As we will see in the next section, other strategic stability notions that have appeared in the literature, known to
be strictly weaker than hyperstability, are not sufficient for robustness. For example, the outcome T in Example 3
in Section 4.1 is fully stable in the sense of Kohlberg and Mertens (1986), but not robust; the outcome Out in the
example of Hauk and Hurkens (2002) in Appendix A.3 is essential, but not robust; the outcome T in the example
of van Damme (1989) in Online Appendix C.2 contains two stable sets in the sense of Mertens (1989) (as shown by
Govindan and Wilson (2001)), but is not robust.
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4.1. Relationship to Stable Sets. Let us recall the definition of a stable outcome in the sense

of Kohlberg and Mertens (1986).15

Definition 4 (Kohlberg and Mertens (1986)). Let (Γ, (gi)i∈N ) be an extensive-form game. An

outcome µ is stable if for any δ > 0, there is ε̄ > 0 such that for any completely mixed strategy

profile σ̃ and for any ε := (εi)i∈N such that εi < ε̄ for any i ∈ N , the normal-form game Gε =

(N, (Si)i∈N , (v
ε
i )i∈N ) where each player i’s payoffs are given by vεi (s) = gNi (((1− εj)sj + εj σ̃j)j∈N )

has an equilibrium σ satisfying ‖µ− z(σ)‖ < δ.

The following proposition states our first necessary condition for robustness.

Proposition 2. If µ is robust, then µ is stable.

We prove Proposition 2 in two steps: robustness implies robustness to canonical elaborations,

and robustness to canonical elaborations implies stability. The notion of canonical elaborations is

defined as follows, where we say that a type ti is committed to strategy si if type ti plays for sure

action si.

Definition 5. Fix ε ≥ 0. U = (Γ, P, T, (ui)i∈N ) is a canonical ε-elaboration of (Γ, (gi)i∈N ) if

Ti = {t∗i } ∪ {t
si
i : si ∈ Si} for each i, where each type tsii is committed to strategy si, P (t∗) ≥ 1− ε,

and ui(·, t∗) = gi(·) for all i ∈ N .

Definition 6. A canonical elaboration U = (Γ, P, T, (ui)i∈N ) of (Γ, (gi)i∈N ) has independent types

and known own payoffs if there exists a profile (Pi)i∈N of distributions such that P (t) =
∏
i∈N Pi(ti)

for any t ∈ T , and ui(·, t∗i , t−i) = gi(·) for any i ∈ N and t−i ∈ T−i.

We define the notion of robustness to canonical elaborations (canonical elaborations with in-

dependent types and known own payoffs, resp.) by replacing ε-elaborations in Definition 2 by

canonical ε-elaborations (canonical ε-elaborations with independent types and known own payoffs,

resp.).

Proposition 2 can be decomposed into the following two parts.

Lemma 1. (1) If µ is robust, then µ is robust to canonical elaborations.

(2) Outcome µ is stable if and only if µ is robust to canonical elaborations with independent

types and known own payoffs.16

The proof of Lemma 1 is given in Appendices A.1 and A.2. Note that Part 1 of Lemma 1

is non-trivial. As we mentioned in the previous section, our definition of elaborations respects

the extensive-form structure of the complete-information extensive-form game. Typically, an elab-

oration “duplicates” the original extensive game form and changes payoffs on terminal histories.

Hence, in non-trivial extensive-form games, we do not allow elaborations where players have strictly

15Kohlberg and Mertens (1986) define stability on sets of equilibria while we use a definition based on outcomes. An
outcome is stable if it is induced by each equilibrium of a stable set in the sense of Kohlberg and Mertens (1986).
16For this equivalence result, we use the assumption that ui(·, t∗i , t−i) = gi(·) holds exactly.
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dominant strategies. Thus the challenge in the proof of Part 1 of Lemma 1 is to construct an elab-

oration such that for each strategy si, type tsii plays a strategy that is outcome-equivalent to si in

any equilibrium.

Note that the converse of Proposition 2 fails, i.e., stability is not a sufficient condition for ro-

bustness.17 In fact, in Appendix A.3, we provide a counterexample for the converse of Part 1 of

Lemma 1, illustrating the difference between robustness and robustness to canonical elaborations.

Moreover, as the next example shows, a stable outcome may not be robust to canonical elabo-

rations with correlated types, thereby demonstrating that the restriction to independent types is

indispensable for Part 2 of Lemma 1.18

Example 3. Consider a modification of Example 2 in Section 2, where there are now three players:

Player 1 plays first, and then Players 2 and 3 play the battle-of-sexes (hence, in the second stage

Player 1 is now replaced by new Player 3). As for payoffs, Players 1 and 2 keep the same payoffs as

in Example 2 while Player 3 is a “duplication” of Player 1 in the sense for each terminal history, his

payoffs are the same as those of Player 1. It is easy to show that the subgame-perfect equilibrium

outcome where Player 1 plays T is stable. Now, consider a canonical elaboration where, as in

Example 2, Player 1 has two types and 2 has a single type. Further assume that new Player 3 has

two types that are perfectly correlated to Player 1’s type in the sense that Player 3 is a normal

type if and only if Player 1 is a normal type. It is clear that in this context, we can mimic our

argument in Section 2 to show that the subgame-perfect equilibrium outcome where Player 1 plays

T is not robust to canonical elaborations.19

Remark 4. Under Kajii and Morris’ (1997a) notion of robustness, Ui (2001) poses a question of

whether robustness to canonical elaborations is strictly weaker than robustness to all elaborations.

Recently, Pram (2019) shows the equivalence of the two robustness notions if agent-normal-form

correlated equilibrium is used as a solution concept for (canonical) elaborations. On the other

hand, under the solution concept of Bayesian Nash equilibrium, Takahashi (2019) shows, by means

of an example, the non-equivalence of the set-valued versions of the respective robustness notions.

Remark 5. Note that in Example 3, the outcome T is stable, and hence induced by an equilib-

rium that survives iterative deletion of weakly dominated strategies (Kohlberg and Mertens (1986,

Proposition 6)). In this respect, this example is more powerful than Example 2 in which the ro-

bustness test eliminates only equilibria that do not survive iterative deletion of weakly dominated

strategies.

Remark 6. Generalizing Example 3, we can show that any elaboration of an extensive-form game

can be replicated by an elaboration of the “agent-extensive” form, where all information sets are

assigned to different players. Therefore, if µ is robust in the agent-extensive form, then it is robust

in the original extensive-form game. This result resembles (the converse of) Kohlberg and Mertens

17This is consistent with Proposition 1 because stability is a strictly weaker set-valued refinement than hyperstability.
18Also, a stable outcome may not be robust to canonical elaborations if players do not know their own payoffs, i.e.,
ui(·, t∗i , t−i) 6= gi(·) for some t−i 6= t∗−i. A concrete example is provided in Online Appendix C.2.
19Thus, by Proposition 1, this also shows that this outcome is not hyperstable.
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(1986, Proposition 4), which shows that if a set is fully stable in the normal form of an extensive-

form game, then it is fully stable in the agent-normal form.

4.2. Relationship to Proper Equilibria. Another necessary condition for robustness is proper-

ness. Thus, even if we have only assumed Nash equilibrium as a solution concept, our robustness

requirement implies that a robust outcome must be consistent with subgame perfection.

Definition 7 (Myerson (1978)). An ε-proper equilibrium of a normal-form game G = (N, (Ai)i∈N , (vi)i∈N )

is a totally mixed strategy profile αε such that if vi(ai, α
ε
−i) < vi(a

′
i, α

ε
−i), then αεi (ai) ≤ εαεi (a

′
i).

A proper equilibrium is any limit of ε-proper equilibria as ε goes to 0. In an extensive-form game

(Γ, (gi)i∈N ), if σ is a proper equilibrium of the normal-form representation of (Γ, (gi)i∈N ), then we

say that µ := z(σ) is induced by the proper equilibrium.

The following proposition states our second necessary condition for robustness. The proof is

given in Appendix A.4.

Proposition 3. If µ is robust, then µ is induced by some proper equilibrium.

Similarly to Proposition 2, the converse of Proposition 3 does not hold. That is, a proper

equilibrium may induce a non-robust outcome. For example, in Example 2 in Section 2, outcome

T is induced by a proper equilibrium (any equilibrium where Player 1 plays T and Player 2 plays

R; regardless of Player 1’s off-path behavior), but it is not robust.

Combining Theorem 1 and Proposition 3, we can characterize robustness in perfect-information

extensive-form games with distinct payoffs on all terminal histories.

Corollary 1. If (Γ, (gi)i∈N ) is a perfect-information extensive-form game such that gi(z) 6= gi(z
′)

whenever z 6= z′, then the backward-induction outcome is a unique robust equilibrium outcome.

Proof. A simple backward-induction argument shows that (Γ, (gi)i∈N ) has finitely many Nash equi-

librium outcomes.20 Thus, by Theorem 1, at least one of the equilibrium outcomes is robust. By

Proposition 3, any robust equilibrium outcome is induced by some proper equilibrium, and hence by

a sequential equilibrium of (Γ, (gi)i∈N ) (van Damme (1984), Kohlberg and Mertens (1986, Propo-

sition 0)). Therefore, a robust equilibrium outcome is unique and given by backward induction.

5. Robustness of Subgame-Perfect Implementation

So far we have considered incomplete-information perturbations of a benchmark game which is

of complete information. In many applications, complete-information is a common assumption.

This is true, in particular, in the implementation literature (e.g., Maskin (1999), Moore and Re-

pullo (1988), Palfrey and Srivastva (1991)...). Recently, several results (Chung and Ely (2003)

and AFHKT) casted doubts on the robustness of implementation results obtained in complete-

information environments. In this section, we consider the implication of our results for the litera-

ture on the robustness of subgame-perfect implementation (AFHKT).

20For a proof, see Govindan and McLennan (2001, Section 1.1).
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5.1. The Hart-Moore Example of the Moore-Repullo Mechanism. Let us consider the

leading example in AFHKT initially due to Hart and Moore (2003). This example captures the

logic behind Moore and Repullo’s (1988) mechanism yielding permissive results for subgame-perfect

implementation. A B(uyer) and a S(eller) are willing to trade an indivisible good. When trade

occurs, B’s utility is θ − p, where p is the price and θ is the item’s quality. In turn, the utility of

the seller S is simply p. Hence, we implicitly normalize the cost of producing the item to 0. The

quality level of the item can take two levels. When it is of high quality, the buyer B values it at

θH = 14. If it is of low quality, then B values it at θL = 10.

Ideally, we would like to have a (sequential) mechanism that ensures full surplus extraction at

the unique subgame-perfect equilibrium, i.e., under which the item is always traded, and the buyer

B pays the true θ to the seller S. This can be done assuming that the state is commonly known.

Indeed, the following mechanism ensures that, whenever a state θ ∈ {θL, θH} is commonly known,

the induced game has a unique subgame-perfect equilibrium under which agents report truthfully

their preferences and all B’s surplus is extracted.

The mechanism is given as follows:

(1) B announces either a “high”or “low”quality. If B announces “high,”then B pays S a price

equal to 14, and the game stops.

(2) If B announces “low” and S does not “challenge” B’s announcement, then B pays a price

equal to 10, and the game stops.

(3) If S challenges B’s announcement, then:

(a) B pays a fine F to a third party;

(b) B is offered the good at price 6;

(c) if B accepts the good, then S receives F from the third party (and also a payment of

6 from B), and the game stops;

(d) if B rejects at 3b, then S pays F to the third party;

(e) B and S each get the item with probability 1/2.

When F > 9, it is easy to check that, irrespective of the state θ, the game induced by this

mechanism has a unique subgame-perfect equilibrium where each player reports truthfully his

preferences. Indeed, let us first consider the case where θ = θH . We go through a simple backward

induction argument: at stage 3, B has an incentive to accept the offer at price 6 (since, by rejecting,

he will end up at stage 3e and get 14/2 − F = 7 − F , but since the good is worth 14 he gets

14−6−F = 8−F by accepting). Now, at stage 2, S will not be fined if she challenges so given that

F > 9, she will challenge (she receives F + 6 > 15 in case she challenges and 10 otherwise). Finally,

at Stage 1, if B tells the truth and claims the state is “high,” he gets the item at price 14, which

brings him a utility of 0, while if he lies, Stage 3 is reached and B is fined F . With F > 9, B is not

willing to lie (he gets 14− 6− F < 0). Similarly, if the state θ = θL. B is not willing to accept the

offer at stage 3 (accepting yields 10− 6−F while by rejecting the offer he gets 10/2−F = 5−F ).

Given this, S will be fined if she challenges at Stage 2. She will get 5− F if she challenges and 10,

otherwise. So S will not challenge at Stage 2. In turn, B is willing to claim that the state is “low”

in which case he gets the item at price 10 (while he gets it at price 14 if he lies).
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Note that the above game can be seen as a “degenerate” incomplete-information game where the

set of types is {tLi , tHi } for each player i ∈ {B,S}, the utility function of an agent i at each state θ

are as described above, and the prior is given by:

P :

tHB , t
H
S tHB , t

L
S tLB, t

H
S tLB, t

L
S

θH 1− α 0 0 0

θL 0 0 0 α

where α is arbitrary in (0, 1). Here, for the profile of types having strictly positive probability

(tHB , t
H
S ) (tLB, t

L
S , resp.), whenever it realizes, the state θH (θL, resp.) is commonly known among

the agents. In the sequel, we will let U be this degenerate incomplete information extensive-form

games which can be thought of as representing a family of complete-information extensive-form

games (one for each θ ∈ {θL, θH}).

There are two nice properties of this mechanism. First, it yields unique implementation in

subgame-perfect equilibrium, i.e., for any state of nature, there is a unique subgame-perfect equi-

librium, which yields the right outcome (i.e., full surplus extraction). Second, in each state, the

unique subgame-perfect equilibrium reports the state truthfully. AFHKT show that one can per-

turb the above prior in such a way that (1) an undesirable sequential equilibrium arises, and (2) no

sequential equilibrium has both players telling the truth with high probability. While these results

show a lack of robustness of the implementation result obtained by mechanisms à la Moore and

Repullo, our main result in this paper suggests that the outcome of the unique subgame-perfect

equilibrium should remain in the perturbation. Put in another way, a “good” sequential equilibrium

should still exist in the nearby situation. We first recall the argument in AFHKT and then state

and discuss the implication of our result in this context.

Consider prior P ε that satisfies ‖P ε − P‖ ≤ ε as follows:

P ε :

tHB , t
H
S tHB , t

L
S tLB, t

H
S tLB, t

L
S

θH (1− α)
(
1− ε− ε2

)
(1− α)ε (1− α)ε2/2 (1− α)ε2/2

θL αε2/2 αε2/2 αε α
(
1− ε− ε2

)
Note that B’s type becomes infinitely more accurate than S’s type as ε → 0 in the sense that

conditional on observing the two types (tHB , t
L
S) ((tLB, t

H
S ), resp.) of players, the probability over the

set of states converges to the dirac measure on θH (θL, resp.). This special feature implies that if

S and B were informed of both signals, and the signals disagree, they will conclude that with high

probability the state corresponds to B’s signal.

We have an incomplete-information extensive-form games where the set of types is {tLi , tHi } for

each player i ∈ {B,S}, the utility function of an agent i at each state θ are as described above,

and the prior is given by P ε. We denote this game by U ε. In a natural sense, U ε perturbs U and

the perturbation becomes small as ε vanishes. We recall AFHKT’s result as follows.

Proposition 4 (AFHKT, Proposition 1). Consider the collection of incomplete-information extensive-

form games {U ε}. For any collection of strategy profiles {σε} where σε is an equilibrium of U ε, the

probability that both players report their preferences sincerely does not go to 1 as ε goes to 0.21

21We say that i reports his preferences sincerely if he reports θL (θH) when his type is tLi (tHi ).
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The argument for the above proposition is simple. Indeed, let us proceed by contradiction, and

consider a sequence {σε} of equilibria of {U ε} under which the probability that both players report

their preferences sincerely goes to 1 as ε vanishes. First, note that for ε > 0 small enough, B must

be playing in pure strategies under σε. This implies that B’s observed action is fully revealing.

Hence, when S has an opportunity to make a move, S must believe with probability 1 that B’s

type is tLB. Given the prior P ε and that ε > 0 is small, S must also assign a large probability

that θ = θL when getting an opportunity to move (B’s type is much more informative than S’s

type). Now, assume that tB = tHB . If B sticks to the equilibrium strategy and announces “high”,

he gets the item at price 14. If, on the contrary, B deviates, because S believes that θ = θL is very

likely and therefore, S does not challenge and B gets the item at price 10. Thus, B is better-off

by misreporting his preferences, a contradiction with our assumption that {σε} is a sequence of

equilibria.

While the equilibrium behavior of agents cannot be close to truthtelling, our results (e.g., Corol-

lary 1) suggest that the equilibrium outcome should be preserved as ε vanishes. While, strictly

speaking, the complete-information benchmark here refers to a family of complete-information

extensive-form games (one for θL and one for θH), as shown in Appendix B, one can easily get

similar results in this context. In particular, we can apply a logic similar to that yielding Corollary

1 in order to get the following:

Proposition 5. For any δ > 0, there is ε > 0 such that the incomplete-information extensive-form

games U ε has an equilibrium such that all B’s surplus is extracted with probability at least 1− δ.22

Further, the result remains true for any arbitrary prior P ε as long as ‖P ε − P‖ ≤ ε.23

Proof. This is implied by Corollary 2 below.

In the above, for each state θ ∈ {θL, θH}, under complete information, each player has distinct

payoffs on all terminal histories. As will become clear (see, for instance, Corollary 4), this will be

enough to apply an analogue of Corollary 1 to the current context.24

To recap, even though, as shown in AFHKT, the equilibrium behavior (which reports the state

truthfully) is not robust to incomplete information, we show that the equilibrium outcome (full

surplus extraction) is robust. Of course, as shown in AFHKT, we do have nearby priors under which

we get undesirable equilibrium outcomes (i.e., where a significant fraction of the surplus cannot

be extracted). In that respect, our result completes the picture and shows that, at least in this

22More precisely, under (tHB , t
H
S ), B pays the price 14 to S with probability at least 1− δ. Similarly, under (tLB , t

L
S),

B pays the price 10 to S with probability at least 1− δ.
23Chen, Holden, Kunimoto, Sun, and Wilkening (2017) provide a two-stage mechanism which achieves full surplus
extraction under complete information. They further prove that under their mechanism, any sequential equilibrium
outcome in perturbed environments is close to full surplus extraction, provided that players know their own payoffs.
Further, in such private value perturbations, all sequential equilibrium strategy profiles are close to the unique
subgame perfect equilibrium strategy profile of the original complete information game. This result depends on the
fact that the mechanism has only two stages and on the private value assumption. AFHKT and our results show
that under more general perturbations, one can only have some equilibrium outcome close to full surplus extraction.
24We further note that AFHKT consider the case of F = 9. This case turns out to be non-generic in the sense that
two different histories can yield the same terminal payoffs to a player. However, it is easy to check that the induced
game for F = 9 has finitely many Nash equilibrium outcomes which is what is needed in the proof of Corollary 1.
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example, full surplus extraction may still be achieved if agents coordinate on the right equilibrium.

In the next section, we explain how our argument can be applied beyond this example.

5.2. A General Result. In this section, we show that the above result holds more generally in

abstract implementation environments. In order to prove a general statement, we first need to

adapt our notions to the implementation context—which we only did implicitly in the previous

section.

We will restrict our attention to the following incomplete-information extensive-form game U =

(Γ, P, T,Θ, (gi)i∈N ) consisting of a game form Γ, a prior P ∈ ∆(Θ× T ) over payoff-relevant states

and types, where Ti is given by a copy of Θ, Ti = {tθi : θ ∈ Θ}, and terminal payoffs gi : Z×Θ→ R.

Nature moves first and determines (θ, t) ∈ Θ×T according to P . Then each player i is informed of

his own type ti and plays a game form Γ with terminal payoffs gi(·, θ). We assume that Θ is finite.

We write tθ = (tθi )i∈N . We say that a prior P is a complete-information prior if P (θ, tθ) > 0 for

any θ, and P (θ, t) = 0 whenever t 6= tθ. This implies that whenever a profile of types tθ realizes, θ

is commonly known among players. In this case, we say that U is a family of complete-information

extensive-form games. Given ε ≥ 0, we say that U ′ = (Γ, P ′, T,Θ, (gi)i∈N ) is an ε-elaboration of the

family of complete-information extensive-form games U = (Γ, P, T,Θ, (gi)i∈N ) if ‖P ′ − P‖ ≤ ε.25

Now, moving toward an implementation environment, we let X be a finite set of allocations

and f : Θ → X be a social choice function.26 Agents have utilities over allocations X given by

gXi : X × Θ → R for each player i. A mechanism is a tuple M = [Γ, γ] composed of a game form

Γ and an allocation function γ : Z → X describing which allocation in X is achieved after each

terminal history in Z.27 Given a complete-information prior P over Θ×T , a mechanismM = [Γ, γ]

induces a family of complete-information extensive-form games U = (Γ, P, T,Θ, (gXi (γ(·), ·))i∈N ).

Moore and Repullo (1988) and AFHKT considered the notion of full implementation in complete-

information environments where the solution concept is subgame-perfect equilibrium.

Definition 8. Fix a complete-information prior P . Social choice function f is fully implementable

if there is a mechanism M = [Γ, γ] under which for any θ, any subgame-perfect equilibrium σθ of

the complete-information extensive-form game (Γ, (gXi (γ(·), θ))i∈N ) satisfies γ(z(σθ)) = f(θ).

An important part of the implementation literature focuses on pure equilibria (see for instance,

the survey by Jackson (2001)).28 We impose here the requirement that all subgame-perfect equi-

libria, including non-pure ones, yield a desirable outcome. As shown in the Online Appendix C.3,

this stronger requirement is needed for the result below to hold.

25We note that an ε-elaboration perturbs the prior probability P but keeps Θ constant. For instance, in the case of a
single complete information game such as the case studied in Section 3, i.e., where Θ is a singleton, any ε-elaboration
trivially coincides with the complete-information game. Hence, the class of elaborations we look at does not generalize
that introduced in Section 3.
26The set of allocations in the example of the previous section was infinite. However, the mechanism used there is
finite meaning that the mechanism is only using a finite subset of the set of allocations. Hence, we could have very
well started with this finite set of allocations.
27By definition, our mechanisms are finite, i.e., the set of terminal histories is finite.
28Exceptions are Mezzetti and Renou (2012), Kartik and Tercieux (2012), Serrano and Vohra (2009), and Maskin
(1999).
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As shown in Appendix B, the logic of our arguments yielding Theorem 1 can be easily applied to

an environment like here where the benchmark is a family of complete-information extensive-form

games.

Recall that G is the set of payoffs (gi)i∈N over terminal histories such that (Γ, (gi)i∈N ) has finitely

many Nash equilibrium outcomes.

Theorem 2. Fix a complete-information prior P . Assume that f is fully implementable by a

mechanism M = [Γ, γ]. If (gXi (γ(·), θ))i∈N ∈ G for any θ, then the following property holds: for

any δ > 0, there is ε > 0 such that any ε-elaboration of U = (Γ, P, T,Θ, (gXi (γ(·), ·))i∈N ) has a

Bayesian Nash equilibrium σ satisfying maxθ∈Θ

∥∥f(θ)− γ(z(σ(tθ)))
∥∥ < δ.

Note that since G is generic in RZ×N , if γ is injective, then the set of utilities (gXi (·, θ))i∈N over

alternatives such that (gXi (γ(·), θ))i∈N ∈ G is also generic in RX×N .

As in the proof of Corollary 1, if Γ is a perfect-information extensive game form, a simple

backward-induction argument shows that if each player has distinct payoffs on all terminal histories,

then U has finitely many Nash equilibrium outcomes. Thus, we get the following corollary that

generalizes Proposition 5.

Corollary 2. Assume that f is fully implementable by a mechanism M = [Γ, γ], where Γ is a

perfect-information extensive form. If γ is injective, and gXi (x, θ) 6= gXi (x′, θ) whenever x 6= x′,

then the following property holds: for any δ > 0, there is ε > 0 such that any ε-elaboration of U =

(Γ, P, T,Θ, (gXi (·, γ(·)))i∈N ) has a Bayesian Nash equilibrium σ satisfying maxθ∈Θ

∥∥f(θ)− γ(z(σ(tθ)))
∥∥ <

δ.

To conclude, fix a social choice function f which is not Maskin monotonic. Given a mechanism

which achieves full implementation of f , AFHKT have shown that one can always construct an

ε-elaboration (for arbitrary small ε > 0) under which we get undesirable equilibrium outcomes (i.e.,

far from f). Again, our results, in particular, Theorem 2 only completes the picture in showing that

in this ε-elaboration, there will also be a desirable equilibrium outcome. We are not claiming that

this weakens the conclusion in AFHKT since full implementation does fail in nearby environments.

6. Discussion

6.1. Multiple Normal Types. Up to now, we have considered elaborations as defined in Fuden-

berg, Kreps, and Levine (1988). There are of course alternative definitions of elaborations and

hence of robustness. For instance, the literature sometimes considers larger classes of elaborations

under which there may exist multiple profiles of types with ex post payoffs that are the same as

those of the complete-information game and that do not have vanishing probability in the limit

(see for instance, Monderer and Samet (1989) or Kajii and Morris (1997b)).

To discuss this, we use a notion similar to the “robustness to limit-common-knowledge elabora-

tions” used in Kajii and Morris (1997b). In the sequel, we fix a finite set T ∗, which will correspond

to the profiles of types t∗ ∈ T ∗ having the same ex post payoffs as under complete information. We

also fix a prior distribution P∞ in ∆(T ∗) which represents the “limit distribution”.
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Definition 9. Fix ε ≥ 0. U = (Γ, P, T, (ui)i∈N ) is an ε-elaboration of (Γ, (gi)i∈N ) with multi-

ple normal types T ∗ and limit distribution P∞ if it is an elaboration of (Γ, (gi)i∈N ), T ⊇ T ∗,

‖P − P∞‖ < ε and ui(·, t∗) = gi(·) for all i ∈ N and all t∗ ∈ T ∗.29

While we are allowing for multiple normal types, the above notion still implies important restric-

tions on higher-order beliefs. For instance, with T ∗ fixed, in an ε-elaboration with multiple normal

types, players have common p-belief about normal types with p close to 1 when ε is close to 0 (see

Monderer and Samet (1989)).

Definition 10. Fix a complete-information extensive-form game (Γ, (gi)i∈N ). An equilibrium out-

come µ ∈ ∆(Z) is robust to limit-common-knowledge elaborations if for any δ > 0 and any finite

T ∗ and any P∞ ∈ ∆(T ∗), there is ε > 0 such that any ε-elaboration U = (Γ, P, T, (ui)i∈N ) of

(Γ, (gi)i∈N ) with multiple normal types T ∗ and limit distribution P∞ has a Bayesian Nash equilib-

rium σ satisfying
∥∥µ−∑t∈T P (t)z(σ(t))

∥∥ < δ.30

Recall that a probability distribution P is independent if P (t) =
∏
i∈N Pi(ti) for some collection

of probability distributions (Pi)i∈N each over Ti. If in the above definition, we were to restrict our

attention to independent limit distributions P∞, then our main result (Theorem 1) would extend.

However, in general, our result does not extend. In order to show this, let us discuss the following

example borrowed from Kajii and Morris (1997b).

Example 4. Consider the three-player two-action normal-form game where each player chooses

L or R. Each player gets −1 if he matches the choice of the player preceding him in the cycle

1→ 2→ 3→ 1 and 1 otherwise:

L R

L −1,−1,−1 −1, 1, 1

R 1, 1,−1 1,−1, 1

L

L R

L 1,−1, 1 1, 1,−1

R −1, 1, 1 −1,−1,−1

R

In this game, there is a unique equilibrium, where each player mixes and puts probability a

half on each action. Also, this equilibrium constitutes a hyperstable component as a singleton.

However, as shown by Kajii and Morris (1997b), this equilibrium is not robust to limit-common-

knowledge elaborations. Hence, our core intermediary step—Proposition 1—does not hold with

this more demanding notion of robustness. For completeness, let us report briefly their argument.

Consider the following sequence of elaborations where Player i ∈ {1, 2} has two types t∗i and

t∗∗i under which i’s ex post payoffs are given by the above complete-information game. Player

3 has two types t∗3 and tcrazy
3 . Under t∗3, his ex-post payoffs are given by the above complete-

information game while under tcrazy
3 , we assume that Player 3 has a strictly dominant strategy to

play action L. The prior probability assigns weight 2/3 to (t∗1, t
∗
2, t
∗
3), 1/3− ε to (t∗∗1 , t

∗∗
2 , t

∗
3), and ε

to (t∗1, t
∗
2, t

crazy
3 ). First, it should be clear that no type t∗1, t∗2, or t∗3 can play a pure strategy. Now,

29We abuse notations and write ‖P − P∞‖ for maxt∈T∗ |P (t)− P∞(t)|.
30Proposition 6 below would remain true if we were to impose the stronger condition that P ({t ∈ T : ‖µ− z(σ(t))‖ <
δ}) > 1− δ.
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since t∗2 plays in mixed strategies, knows that his payoffs are given by the complete-information

game, and assigns probability one to t∗1, we must have σ1(t∗1)(L) = 1/2. Hence, since t∗1 plays in

mixed strategies and knows that his payoffs are given by the complete-information game, he must

assign probability 1/2 to Player 3 choosing action L. An easy computation shows that this yields

σ3(t∗3)(L) = 1/2 − 3/4ε. Now, given that σ3(t∗3)(L) < 1/2 and that t∗∗1 assigns probability one to

t∗3, we must have σ1(t∗∗1 )(L) = 1 and so a similar argument yields σ2(t∗∗2 )(L) = 0. Finally, since

t∗3 mixes and knows that his payoffs are given by the complete-information game, this type must

assign probability 1/2 to Player 2 playing L. Here again, an easy computation shows that this

yields σ2(t∗2)(L) = 3/4 − 3/4ε. This provides a full description of the unique equilibrium of this

elaboration. As ε tends to 0, the ex ante distribution over outcomes induced by this equilibrium, i.e.,∑
t∈T P (t)z(σ(t)), tends to the outcome µ defined by µ(L,L,L) = µ(L,L,R) = 1/8, µ(L,R,L) =

µ(L,R,R) = 5/24, µ(R,L,L) = µ(R,L,R) = 1/8, and µ(R,R,L) = µ(R,R,R) = 1/24. This is not

the unique Nash equilibrium of the complete-information game, but a correlated equilibrium.

While our result does not hold in general, if we restrict our attention to perfect-information

extensive-form games, Theorem 1 (in fact, Corollary 1) can be extended.

Proposition 6. If (Γ, (gi)i∈N ) is a perfect-information extensive-form game such that gi(z) 6= gi(z
′)

whenever z 6= z′, then the backward-induction outcome is a unique equilibrium robust to limit-

common-knowledge elaborations.

Proof. Denote by s the unique subgame-perfect equilibrium of (Γ, (gi)i∈N ). Consider the limit

0-elaboration U = (Γ, P∞, T ∗, (ui)i∈N ) with multiple normal types T ∗ and prior distribution

P∞, and let GΓ,u be its normal-form representation. Without loss of generality, we assume that∑
t∗−i

P∞(t∗i , t
∗
−i) > 0 for all i ∈ N and t∗i ∈ T ∗i . Since every player has distinct payoffs on all

terminal histories in (Γ, (gi)i∈N ), a simple backward-induction argument shows that the strategy

profile σ∞ with σ∞i (t∗i ) = s∗i for all i ∈ N and t∗i ∈ T ∗i is a unique sequential equilibrium of U

(irrespective of the belief system of players). By Kohlberg and Mertens (1986, Proposition 1),

GΓ,u has a hyperstable component. Any hyperstable component contains a proper equilibrium

(Kohlberg and Mertens (1986, Proposition 5)), and hence σ∞ (van Damme (1984), Kohlberg and

Mertens (1986, Proposition 0)). Therefore, the equilibrium component of GΓ,u containing σ∞ is

hyperstable. Also, one can show that GΓ,u has finitely many Nash equilibrium outcomes. Indeed,

given our assumption that there is no indifference over terminal payoffs, an inductive argument

shows that on the equilibrium path players must play pure actions and the pure action chosen is

type independent. Hence, there must be finitely many Nash outcomes. Therefore, the backward-

induction outcome is hyperstable, and hence, by an argument similar to the proof of Proposition

1, robust to limit-common-knowledge elaborations.

The uniqueness in the statement of Proposition 6 simply comes from Corollary 1 and the ob-

servation that robustness to limit-common-knowledge elaborations is stronger than the robustness

requirement used in Corollary 1.

One source of difficulty when we move to the more stringent notion of robustness to limit-

common-knowledge elaborations is that the limit of equilibria in elaborations with multiple normal
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types may not be a Nash equilibrium of the complete-information game. In general, it is a correlated

equilibrium. In this sense, the right concept in this context seems to be correlated equilibrium for the

complete-information game and some Bayesian version of it for elaborations, such as agent-normal-

form correlated equilibrium in Pram (2019). How to extend Theorem 1 to the more demanding

robustness test defined in the present section while using correlated equilibrium as a solution concept

is an interesting question left for further research.

6.2. Varying Normal Types. One can consider an even more stringent notion of robustness as

follows:

Definition 11. Fix a complete-information extensive-form game (Γ, (gi)i∈N ). An equilibrium out-

come µ ∈ ∆(Z) is robust to all elaborations if for any δ > 0, there is ε > 0 such that any

ε-elaboration U = (Γ, P, T, (ui)i∈N ) of (Γ, (gi)i∈N ) with multiple normal types T ∗ and prior distri-

bution P∞ has a Bayesian Nash equilibrium σ satisfying
∥∥µ−∑t∈T P (t)z(σ(t))

∥∥ < δ.

The difference from Definition 10 is that ε must be chosen uniformly irrespective of (the cardi-

nality of) T ∗. This seemingly small difference has a large implication on robustness due to the fact

that the players no longer have common p-belief about normal types with p close to 1 (Rubinstein

(1989), Kajii and Morris (1997a, b)).

Strictly speaking, the robustness notion in Definition 11 is slightly stronger than that in Kajii

and Morris (1997a), as they require each normal type knows his own payoffs, i.e., ui(·, t∗i , t−i) = gi(·)
for all i ∈ I, t∗i ∈ T ∗i , and t−i ∈ T−i. Nonetheless, one of their sufficient conditions for robustness,

namely their Proposition 3.2, extends to the robustness notion in Definition 11. That is, if the

normal-form representation of an extensive-form game has a unique correlated equilibrium outcome,

then it is robust to all elaborations. For example, it is easy to see in Example 1 in Section 2 that

the set of correlated equilibria coincides with the set of Nash equilibria, each of which assigns

probability 1 on Player 1 playing T. Therefore, the outcome associated with Player 1 playing T is

robust to all elaborations. We do not know whether this result extends beyond Example 1, say,

whether the backward-induction outcome of a generic perfect-information game is robust to all

elaborations.
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Appendix A. Proofs of Lemma 1 and Proposition 3 and an Example

A.1. Proof of Part 1 of Lemma 1. The proof of this part is close in spirit to the proof of

Lemma 6 in Chen (2012). Let (Γ, (gi)i∈N ) be a complete-information extensive-form game. In

order to prove Part 1 of Part 1 of Lemma 1, we will need the following lemma.

Lemma 2. Given any extensive-form game, for any player i and any pure behavioral strategy si,

there exists gsii : Z → R under which for any strategy s′i and any s−i, if s′i(h) 6= si(h) for some

subhistory h of z(si, s−i), then gsii (z(si, s−i)) > gsii (z(s′i, s−i)).

Proof. Fix i and strategy si. Define gsii : Z → R as follows:

gsii (z) =

gi(z) if z = z(si, s−i) for some s−i,

minz gi(z)− 1 otherwise.

Fix any s′i and s−i. Assume that s′i(h) 6= si(h) for some subhistory h of z(si, s−i). This

implies that z(s′i, s−i) 6= z(si, s
′
−i) for all s′−i; indeed, if there were s′−i satisfying z(s′i, s−i) =

z(si, s
′
−i), then for any subhistory h′ ∈ Hi of z(s′i, s−i), we would have s′i(h

′) = si(h
′), and thus

z(s′i, s−i) = z(si, s−i), a contradiction with the assumption that s′i(h) 6= si(h) for some subhis-

tory h of z(si, s−i). Finally, because z(s′i, s−i) 6= z(si, s
′
−i) for all s′−i, by construction, we get

gsii (z(si, s−i)) = gi(z(si, s−i)) > minz gi(z)− 1 = gsii (z(s′i, s−i)) as claimed.

Recall that µ is robust to incomplete information. Fix δ > 0. Fix any canonical ε-elaboration

U c = (Γ, P c, T c, (uci )i∈N ) with T ci = {t∗i } ∪ {t
si
i : si ∈ Si}. We show that if ε is small enough, then

there exists an equilibrium that induces an outcome δ-close to µ.

Construct the following elaboration U = (Γ, P, T, (ui)i∈N ), where Ti = T ci and

ui(·, t) =

uci (·, t∗i , t−i) if ti = t∗i ,

gsii (·) if ti = tsii ,

P (t) =

(1− ε)P c(t) if ti = t∗i for some i,

(1− ε)P c(t) + ε/|S| otherwise.

Given that U is a 2ε-elaboration, we know that if ε is small enough, then there exists an equilibrium

σ with z(σ) being δ-close to µ. In the sequel, recall that a mixed strategy σi in the elaboration is

identified with a behavioral strategy, and σi(ti) with a probability distribution over pure strategies.

In particular, a pure strategy si has positive probability under σi(ti) if and only if type ti plays

si(h) with positive probability for any history h ∈ Hi.

H(si) denotes the set of all histories induced by si and some s−i.

Lemma 3. For any player i and any strategy si, if s′i has positive probability under σi(t
si
i ), then

for any history h ∈ Hi ∩H(si), we have h ∈ H(s′i) and s′i(h) = si(h).

Proof. We prove this by induction on the size of histories. First, consider player i who moves at the

initial history ∅. Then, since the initial history is a subhistory of any history, by Lemma 2, if pure
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strategy s′i satisfies s′i(∅) 6= si(∅), then we have gsii (z(si, s−i)) > gsii (z(s′i, s−i)) for any s−i. Hence,

since tsii knows that his payoffs are given by gsii (·), if s′i(∅) receives strictly positive probability

under σi(t
si
i ), we must have si(∅) = s′i(∅).

Now, suppose that our claim holds for every player j and every history with length less than or

equal to m where m ≥ 0, i.e., (IH) for any j and sj , if s′j has positive probability under σj(t
sj
j ),

then for any h ∈ Hj ∩ H(sj) with length ≤ m, we have h ∈ H(s′j) and s′j(h) = sj(h). Fix any

history h ∈ Hi ∩H(si) with length m+ 1. We show that s′i cannot have positive probability under

σi(t
si
i ), either in the case where h /∈ H(s′i) or in the case where s′i(h) 6= si(h). First, if h /∈ H(s′i),

then s′i(h) 6= si(h) for a proper subhistory h′ ∈ Hi ∩H(si) of h. Since the length of h′ is smaller

than m, it follows from (IH) that s′i does not have positive probability under σi(t
si
i ). Second, let

us consider the case where s′i(h) 6= si(h).

Step 1. Under (IH), for any si, there exist s−i and s′−i such that σ−i(t
s′−i

−i )(s−i) > 0 and h is a

subhistory of z(si, s−i).

To show this, observe that since h ∈ Hi ∩H(si), h is a subhistory of z(si, s
′
−i) for some s′−i. For

each j 6= i, take any sj that has positive probability under σj(t
s′j
j ). By (IH), sj(h

′) = s′j(h
′) for any

h′ ∈ Hj ∩H(sj) with length ≤ m. Hence, h is a subhistory of z(si, s−i).

Step 2. ∑
t−i

P (t−i | tsii )
∑
s−i

σ−i(t−i)(s−i)
[
gsii (z(si, s−i))− gsii (z(s′i, s−i))

]
> 0. (2)

Let us fix s−i and consider two cases (i) if s′i(h
′) 6= si(h

′) for some subhistory h′ of z(si, s−i),

then, by construction, gsii (z(si, s−i)) > gsii (z(s′i, s−i)); (ii) if s′i(h
′) = si(h

′) for any subhistory h′

of z(si, s−i), then z(si, s−i) = z(s′i, s−i) and hence gsii (z(si, s−i)) = gsii (z(s′i, s−i)). By Step 1 and

P (t
s′−i

−i | t
si
i ) > 0 for any s′−i, case (i) happens with positive probability. Therefore (2) holds.

We get the following corollary.

Corollary 3. For any player i and any strategy si, if s′i has positive probability under σi(t
si
i ), then

si and s′i are outcome-equivalent, i.e., z(si, s−i) = z(s′i, s−i) for all s−i.

Proof. Theorem 1 in Kuhn (1953) yields that for any si, s
′
i, if we have h ∈ H(s′i) and s′i(h) = si(h)

for any history h ∈ H(si) ∩Hi, then si and s′i are outcome-equivalent.

Now, build the modified strategy profile σ̂ under which σ̂i(t
∗
i ) = σi(t

∗
i ) while for any si, σ̂i(t

si
i ) =

si. By the above corollary, this is an equilibrium of the 2ε-elaboration U . Finally, observe that this

is also an equilibrium of the canonical ε-elaboration U c, where each tsii is forced to play si, so the

proof of Part 1 of Lemma 1 is completed.

A.2. Proof of Part 2 of Lemma 1. Assume that µ is robust to canonical elaborations with

independent types and known own payoffs. Fix any δ > 0. Fix any collection of ε = (εi)i∈N

and any profile (σ̃i)i∈N of completely mixed strategies. Build the following canonical elaboration.
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Consider player i’s type space Ti = {t∗i } ∪ {t
si
i : si ∈ Si}, where type t∗i knows that his own payoff

is gi, and type tsii is the type of player i who is committed to strategy si. The prior probability P

over T comes from the product of priors Pi over each Ti where Pi(t
si
i ) = εiσ̃i(si) for all si. Given

that this game is a canonical ε-elaboration with independent types and known own payoffs with

ε = 1−
∏
i∈N (1− εi), we know that when all εi are small enough, there must exist an equilibrium

σ in U satisfying ‖µ− z(σ(t∗))‖ < δ. Also, σ(t∗) is an equilibrium of the game where each player

i’s payoffs are given by vεi (s) = gNi (((1− εj)sj + εj σ̃j)j∈N ).

Conversely, assume that µ is stable. Fix any δ > 0. Fix any canonical ε-elaboration collection

U = (Γ, P, T, (ui)i∈N ) with independent types and known own payoffs. Let εi = 1−Pi(t∗i ) for each

i ∈ N , and if εi > 0, then let σ̃i(si) = Pi(t
si
i )/εi for each si ∈ Si; otherwise, let σ̃i be arbitrary.

Given that εi ≤ ε, when ε is small enough, there must exist an equilibrium σ in the game where

each player i’s payoffs are given by vεi (s) = gNi (((1−εj)sj+εj σ̃j)j∈N ) satisfying ‖µ− z(σ(t∗))‖ ≤ δ.
(Use the upper hemicontinuity of equilibria if σ̃ is not completely mixed.) Also, σ is an equilibrium

of U for normal types.

A.3. A Counterexample for the Converse of Part 1 of Lemma 1. Let us consider the

following outside-option game proposed by Hauk and Hurkens (2002). There are two players

i = 1, 2. At stage 1, Player 1 chooses between Out or In. If he chooses Out, the game ends.

If he chooses In, we reach a second stage where players play a 3× 3 normal-form game. Payoffs are

given as follows:

1

(0, 0)

1
5, 4 −15, 0 −11, 2

−23, 0 −1, 8 3, 1

−1, 2 −21,−2 1, 3

T

M

B

L C R

Out

In

Claim 1. The outcome Out is robust to canonical elaborations.

In order to prove the above result, we will use the concept of essential set.

Definition 12. A subset E of equilibria of a normal-form game G is essential if for every δ > 0,

there is ε > 0 such that every game G′ satisfying∥∥G′ −G∥∥ ≤ ε
has an equilibrium α′ that is δ-close to some equilibrium α ∈ E.

For a given generic extensive-form game (Γ, (gi)i∈N ), by mimicking the proof of Proposition 1,

we get the following result.
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Lemma 4. Fix a complete-information extensive-form game (Γ, (gi)i∈N ). If C is an essential

component of GΓ,g and µ ∈ ∆(Z) is the unique outcome associated with C, then µ is robust to

canonical elaborations.

Claim 1 follows from Lemma 4 since the equilibrium component with which the outcome Out is

associated is essential (Hauk and Hurkens (2002, Proposition 1)).

We now show that Out is not a robust outcome. In order to do so, let us fix ε ≥ 0 and build the

following ε-elaboration U ε = (Γ, P, T, (ui)i=1,2) of the above complete-information game. Player

1’s set of types is {t∗1, t
crazy
1 } while Player 2’s set of types is a singleton {t∗2}. The prior probability

P over the set of possible profiles of types is as follows: P (tcrazy
1 , t∗2) = ε and P (t∗1, t

∗
2) = 1 − ε.

When Player 1 is the type t∗1, the ex-post payoffs for both players are given by the above game i.e.,

ui(·, (t∗1, t∗2)) = gi(·) for each i = 1, 2. However, when Player 1 is type tcrazy
1 , the ex-post payoffs are

given as follows:

1

(0, 0)

1
0, 0 1, 5 1, 2

−1, 0 −1, 0 −1, 1

1/3, 1 5, 0 0, 1/2

T

M

B

L C R

Out

In

Claim 2. For each ε > 0, in the ε-elaboration U ε, there is no equilibrium σ where σ1(t∗1, ∅) = Out.31

Proof. Proceed by contradiction and assume that σ1(t∗1, ∅) = Out. Note that for type tcrazy
1 , action

In is a strictly dominant strategy for Player 1 (mixing in the stage game with full support on T

and B) so that at any equilibrium σ1(tcrazy
1 , ∅) = In. Hence, if Player 2 sees Player 1 playing In, his

only belief consistent with Bayes’ rule puts probability one on tcrazy
1 . Thus (σ1(tcrazy

1 , In), σ2(t∗2, In))

must be a Nash equilibrium of the 3× 3 game given tcrazy
1 . It is easily checked that this game has

a unique equilibrium: (B,L). Hence, σ2(t∗2, In) = L. Thus, for type t∗1, Player 1 by deviating from

σ1 and playing In and T guarantees a payoff of 5, which is greater than 0, i.e., what he would

get if he were to follow the equilibrium strategy. This contradicts the assumption that σ is an

equilibrium.

Given the above claim, if Out is a robust outcome, then there must exist ε > 0 small enough

such that in the ε-elaboration U ε, σ1(t∗1, ∅) puts strictly positive probability on Out and strictly

positive probability on In as well. Hence, Player 1 of type t∗1 must be indifferent between Out

and In. In order for this to be possible, Player 2 must be playing a (mixed) strategy in the set

[P1, P2]∪ [P3, P4]∪ (P4, P5] where each Pi are points in the simplex ∆({L,C,R}) defined as follows:

P1 = (3/4, 1/4, 0), P2 = (11/16, 0, 5/16), P3 = (1/2, 0, 1/2), P4 = (31/282, 10/282, 241/282) and

31Here, σi(ti, h) denotes the mixed action played by type ti at history h.
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R

L C

P₄

P₃

P₂

P₁

P₅

B is best response
M is best response

T is best response

Figure 1. Best responses of t∗1 to Player 2’s mixed strategies in the subgame

P5 = (0, 3/4, 1/4). For each of Player 2’s strategy in [P1, P2] ∪ [P3, P4] ∪ (P4, P5], Player 1 of type

t∗1’s best response(s) in the subgame G yields him a payoff of 0 and hence, he is indifferent between

In and Out at the first stage. These best responses are summarized in Figure 1 below.

Now, the following three claims complete the proof. Below, β denotes the probability assigned

to t∗1 by Player 2’s beliefs after Player 1 has played In.

Claim 3. For each ε > 0, in the ε-elaboration U ε, there is no equilibrium σ where σ2(t∗2, In) ∈
[P1, P2].

Proof. Let us assume that for some ε > 0, in the ε-elaboration U ε, there is an equilibrium σ

where σ2(t∗2, In) ∈ [P1, P2]. The proof is splitted into two cases. First, consider the case where

σ2(t∗2, In) ∈ (P1, P2]. In such a case, t∗1’s best response is T while tcrazy
1 ’s best response is either

T or B or both. Note that since σ2(t∗2, In) ∈ (P1, P2], Player 2 is playing action R with strictly

positive probability. We claim that whatever is the mixed action (α, 0, 1−α) chosen by tcrazy
1 , and

whatever is β (the probability assigned to t∗1 by Player 2’s beliefs after Player 1 has played In), R

cannot be a best response for Player 2. Indeed, Player 2’s payoffs can be described as follows:

• action L yields 4β + [0α+ 1(1− α)](1− β);

• action C yields 0β + [5α+ 0(1− α)](1− β);

• action R yields 2β + [2α+ 1/2(1− α)](1− β).
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Now, it is easily checked that (irrespective of α and β) for Player 2, the mixed strategy putting

probability 4/7 on L and 3/7 on C yields strictly higher payoffs than action R, which is a contra-

diction.

Second, consider the case where σ2(t∗2, In) = P1. In such a case, t∗1’s best response is T while

tcrazy
1 ’s best response is B. Player 2’s unique best response is L regardless of Player 1’s type, which

is also a contradiction.

Claim 4. For each ε > 0, in the ε-elaboration U ε, there is no equilibrium σ where σ2(t∗2, In) ∈
[P3, P4].

Proof. Let us assume that for some ε > 0, in the ε-elaboration U ε, there is an equilibrium σ where

σ2(t∗2, In) ∈ [P3, P4]. In such a case, t∗1’s best response is either B or both M and B while tcrazy
1 ’s

best response is T. Note that since σ2(t∗2, In) ∈ [P3, P4], Player 2 is playing action L with strictly

positive probability. Clearly, R is strictly better than L regardless of Player 1’s type or t∗1’s choice

between M and B, which a contradiction.

Claim 5. For each ε > 0, in the ε-elaboration U ε, there is no equilibrium σ where σ2(t∗2, In) ∈
(P4, P5].

Proof. Let us assume that for some ε > 0, in the ε-elaboration U ε, there is an equilibrium σ where

σ2(t∗2, In) ∈ (P4, P5]. In such a case, t∗1’s best response is M while the best response of tcrazy
1 is either

T or B or both. Note that since σ2(t∗2, In) ∈ (P4, P5], Player 2 is playing action R with strictly

positive probability. It is easily checked, as in the first case in the proof of Claim 3, that for Player

2, the mixed strategy putting probability 4/7 on L and 3/7 on C is strictly better than action R

regardless of Player 1’s type or tcrazy
1 ’s choice between T and B, which is a contradiction.

A.4. Proof of Proposition 3. Let (Γ, (gi)i∈N ) be a complete-information extensive-form game.

Define the quotient set of Si, S̃i = {[si] : si ∈ Si}, where [si] is the set of strategies that are

outcome-equivalent to si, i.e., [si] = {s′i : z(si, s−i) = z(s′i, s−i) for all s−i}. For each i and each

nonempty subset Bi of S̃i, define gBi
i : Z → R by

gBi
i (z) =

gi(z) if z = z(si, s−i) for some si with [si] ∈ Bi and s−i,

minz gi(z)− 1 otherwise.

Let type tBi
i be the type of player i who knows that his payoffs are given by gBi

i (·). In particular,

t∗i := tS̃i
i knows that his payoffs are given by gi(·).

For any sufficiently small ε > 0, we consider the following elaboration U = (Γ, P, T, (ui)i∈N ) of

(Γ, (gi)i∈N ), where player i’s type space is Ti = {tBi
i : ∅ 6= Bi ⊆ S̃i} and P (t) =

∏
i Pi(ti) with

Pi(t
Bi
i ) =

ε−|Bi|

(1 + ε−1)|S̃i| − 1
.
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Since

P (t∗) =
∏
i

ε−|S̃i|

(1 + ε−1)|S̃i| − 1

>
∏
i

(
1− (2|S̃i| − 2)ε

)
> 1−

∑
i

(2|S̃i| − 2)ε,

U is an ε′-elaboration with ε′ → 0 as ε→ 0.

Let µ be a robust outcome. Then the elaboration U has an equilibrium σ with z(σ(t∗)) that is

close to µ. We argue below that the induced strategy profile

σ̄i(si) =
1

|[si]|
∑
Bi

Pi(t
Bi
i )

∑
s′i∈[si]

σi(t
Bi
i )(s′i)

is an ε′′-proper equilibrium of the normal-form representation GΓ,g = (N, (Si)i∈N , (g
N
i )i∈N ) of

(Γ, (gi)i∈N ), where ε′′ → 0 as ε→ 0. In addition, the outcome z(σ̄) is close to µ (and converges to

µ as ε vanishes), hence µ is induced by a proper equilibrium.

Note that one can extend Corollary 3 in the proof of Part 1 of Lemma 1 and show that if si has

positive probability under σi(t
Bi
i ), then [si] ∈ Bi.

Suppose that gNi (si, σ̄−i) > gNi (s′i, σ̄−i). By the above extension of Corollary 3, for any B′i such

that σi(t
B′i
i )(s′i) > 0, we have that [si] /∈ B′i and [s′i] ∈ B′i. Let Bi = B′i ∪ {[si]}. Then, since

εPi(t
Bi
i ) = Pi(t

B′i
i ), and σi(t

Bi
i ) assigns positive probabilities only on [si], we have |[si]|εσ̄i(si) ≥

σ̄i(s
′
i). Therefore, σ̄ is a maxi maxsi |[si]|ε-proper equilibrium.

Appendix B. Proof of Theorem 2

B.1. Adaptation to Families of Complete-Information Extensive-Form Games. In this

section, we explain how we can adapt our arguments yielding Theorem 1 and Corollary 1 to the

environment where the benchmark is a family of complete-information extensive-form games. First,

we adapt our robustness notion to this environment.

Definition 13. Fix a family of complete-information extensive-form games U = (Γ, P, T,Θ, (gi)i∈N ).

An equilibrium outcome µ : Θ → ∆(Z) is robust if for any δ > 0, there is ε > 0 such that any ε-

elaboration of U has a Bayesian Nash equilibrium σ satisfying
∥∥µ(θ)− z(σ(tθ))

∥∥ < δ for any θ ∈ Θ.

We note that Proposition 1 holds with virtually the exact same proof. Hence, we obtain

Proposition 7. Fix a family of complete-information extensive-form game U . If C is a hyper-

stable component of the normal-form representation of U and µ : Θ→ ∆(Z) is the unique outcome

associated with C, then µ is robust.32

32We note that this proposition would hold when C is only required to be an essential set (see Definition 12) since,
as mentioned in footnote 25, elaborations defined in Section 5 keep the set Θ constant and only perturb the prior
probability P . Indeed, the normal-form representation of an ε-elaboration has the same set of strategies as the family
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Proof. Fix δ > 0. Let ε > 0 be as in the definition of hyperstability. Fix any ε̃-elaboration

Ũ = (Γ, P̃ , T,Θ, (gi)i∈N ) of U = (Γ, P, T,Θ, (gi)i∈N ) and let (N, (Si)i∈N , (g̃
N
i )i∈N ) be its normal-

form representation. Similarly, let (N, (Si)i∈N , (g
N
i )i∈N ) be the normal-form representation of U .

Note that the set of strategies in both U and Ũ is the same and for any s ∈ {Si}i∈N , gNi (s) =∑
(θ,t)∈Θ×T P (θ, t)gi(z(s(t)), θ) while g̃Ni (s) =

∑
(θ,t)∈Θ×T P̃ (θ, t)gi(z(s(t)), θ). The positive number

ε̃ is yet to be specified.

It is clear that game (N, (Si)i∈N , (g̃
N
i )i∈N ) is in a neighborhood of the game (N, (Si)i∈N , (g

N
i )i∈N ).

Indeed, ∣∣g̃Ni (s)− gNi (s)
∣∣ ≤ ∑

(θ,t)∈Θ×T

∣∣∣P̃ (θ, t)− P (θ, t)
∣∣∣ |gi(z(s(t)), θ)|

≤ ε̃
∑

(θ,t)∈Θ×T

|gi(z(s(t)), θ)| .

Since Z and Θ are finite, the above term tends to 0 as ε̃ tends to 0. Hence, for ε̃ small enough,

(N, (Si)i∈N , (g̃
N
i )i∈N ) is indeed in the ε-neighborhood of (N, (Si)i∈N , (g

N
i )i∈N ).

Now, by the definition of hyperstability, (N, (Si)i∈N , (g̃
N
i )i∈N ) has an equilibrium σ̃ that is δ-

close to some equilibrium in C. Hence, by the continuity of z, and assuming here again that ε̃ is

small enough, z(σ̃(tθ)) is δ-close to µ(θ) for each θ. Hence, the ε̃-elaboration Ũ has a Bayesian

Nash equilibrium σ̃ satisfying
∥∥µ(θ)− z(σ̃(tθ))

∥∥ < δ for any θ ∈ Θ.

The following result is a straightforward implication of Proposition 7 together with the fact that

there exists a connected hyperstable component in any normal-form game (Kohlberg and Mertens

(1986, Proposition 1)).

Theorem 3. In a family of complete-information extensive-form games U = (Γ, P, T,Θ, (gi)i∈N ),

if (gi(·, θ))i∈N ∈ G for any θ, then at least one of the equilibrium outcomes is robust.

Now, assume that Γ is a perfect-information extensive game form. If, for each θ ∈ Θ, (Γ, (gi(·, θ))i∈N )

has a unique subgame-perfect equilibrium (as is the case when each player has distinct payoffs on

all terminal histories), it is clear that U = (Γ, P, T,Θ, (gi)i∈N ) must have a unique subgame-perfect

equilibrium as well, which plays the unique subgame-perfect equilibrium of (Γ, (gi(·, θ))i∈N ) at each

type profile tθ. But, then, given that a hyperstable component must contain a subgame-perfect

equilibrium by Kohlberg and Mertens (1986, Proposition 5), this unique subgame-perfect equilib-

rium must be contained in a hyperstable component of the normal-form representation of U . If U

has finitely many Nash equilibrium outcomes (which, as we already noted, is ensured when each

player has distinct payoffs on all terminal histories), again Proposition 7 and the fact that there

exists a hyperstable component (and that all components are connected) yield the following ana-

logue of Corollary 1 in the environment where the benchmark is a family of complete-information

extensive-form games.

of complete-information extensive-form games U = (Γ, P, T,Θ, (gi)i∈N ). Put in another way, contrary to the proof of
Proposition 1, we do not have to use the notion of equivalent games for the proof of Proposition 7.
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Corollary 4. Fix a family of complete-information extensive-form games U = (Γ, P, T,Θ, (gi)i∈N ).

If Γ is a perfect-information extensive game form, and gi(z, θ) 6= gi(z
′, θ) whenever z 6= z′, then the

backward-induction outcome for each θ is a robust equilibrium outcome.33

B.2. Proof of Theorem 2. Let C be any hyperstable component of U = (Γ, P, T,Θ, (gXi (γ(·), ·))i∈N ).

By assumption, there are finitely Nash equilibrium outcomes and so (by connectedness of C), the

equilibrium outcome is constant over C. Since, as we already mentioned, C contains a subgame-

perfect equilibrium and under full implementation in subgame-perfect equilibrium, all subgame-

perfect equilibria must yield the right outcome f , we know that the equilibrium outcome associated

with C is the right outcome f . By Proposition 7, f is robust. Thus, we obtain Theorem 2.

33As we mentioned in footnote 25, elaborations defined in Section 5 keep the set Θ constant and only perturb the
prior probability P . Hence, we cannot replicate the proof of Proposition 3 here, and this is why we are not claiming
uniqueness in the statement of Corollary 4.
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Appendix C. Further Examples (not for publication)

C.1. A variation on Example 1 where players know their own payoffs. In Example 1 in

Section 2, Player 2’s payoffs on terminal histories depend on Player 1’s type, and hence and Player

2 learns her own payoffs through Player 1’s action in the first stage. In the sequel, we show that

we can modify this example and get the same result while ensuring that each player knows his own

payoffs. Consider the following perfect-information extensive-form game:

1

(2, 2, 0)

2

3

(1, 1, 0)

(3, 0, 1)

(4, 2, 0)

T

B

B

T

B

T

The unique subgame-perfect equilibrium is for each player to play T. Now consider an incomplete-

information elaboration such that each player has two types, t∗i and tcrazy
i , (t∗1, t

∗
2, t
∗
3) occurs with

probability 1 − ε, and (tcrazy
1 , t∗2, t

crazy
3 ) and (tcrazy

1 , tcrazy
2 , tcrazy

3 ) occur with probability ε/2 each.

(Other combinations never occur.) Payoffs are given as follows:
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[1− ε] 1

(2, 2, 0)

3

(1, 1, 0)

(3, 0, 1)

(4, 2, 0)

T

B

B

T

B

T

[ε/2]

(2, 2, 0)

(3, 1, 0)

(3, 0, 0)

(4, 2, 1)

2

T

B

B

T

B

T

[ε/2]

(2, 2, 0)

2

(3, 1, 0)

(3, 2, 0)

(4, 2, 1)

T

B

B

T

B

T

1

3

Here, the top tree is for (t∗1, t
∗
2, t
∗
3), the middle for (tcrazy

1 , t∗2, t
crazy
3 ), and the bottom for (tcrazy

1 , tcrazy
2 , tcrazy

3 ).

Note that in this example, all players know their own payoffs. By an argument similar to Example

1, we can show that there is no equilibrium where Player 1 of type t∗1 plays T for sure. Indeed,

assume there is such an equilibrium, Player 1’s crazy type plays B. Given this, Player 2’s crazy

type plays B as well and so finally, all crazy types play B. Then observing Player 1’s action B at

the beginning of the second stage, Player 2 of type t∗2 believes with probability one that Player 1 is

of type tcrazy
1 , and hence, given the prior probability, that Player 3 is of type tcrazy

3 , who will play

B in the third stage. Hence Player 2 of type t∗2 plays B, which makes Player 1 of type t∗1 strictly

prefer B to T, a contradiction.

Note that we can extend the above argument and show that there is no equilibrium in mixed

strategies where both t∗1 and t∗2 play T with high probabilities.

C.2. Stable outcomes may not be robust to canonical elaborations even with indepen-

dent types. To prove that a stable outcome may not be robust to canonical elaborations when
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types are drawn independently, we study the following outside-option game borrowed from van

Damme (1989). There are two players i = 1, 2 and two stages. Player 1 plays first and chooses

between Top (T) and Bottom (B). If (and only if) Player 1 plays B, then the players play a 2× 3

normal-form game. Payoffs are given as follows:

1

(2, 2)

1
3, 3 0, 2

0, 0 3, 2

3, 0

0, 3

U

D

L C R
T

B

By van Damme (1989), the outcome corresponding to action T for Player 1 is stable. We show

that this outcome is not robust to canonical elaborations. In order to do so, let us build a canonical

elaboration of the above game. Player 1 is assumed to have two types: t∗1 and tcrazy
1 while Player 2

has a single type t∗2. The prior probability over the set of possible profiles of types puts a probability

ε > 0 on (tcrazy
1 , t∗2) and (1− ε) on (t∗1, t

∗
2). When Player 1’s type is t∗1, the ex-post payoffs for both

players are given by the above game. Player 1 with type tcrazy
1 is committed to play B and then U.

However, when Player 1 is type tcrazy
1 , the ex-post payoffs are given as follows:

1

(2, 2)

1
4, 3 4, 2

3, 0 3, 2

4, 3

3, 3

U

D

L C R
T

B

Using arguments similar to those developed in Section 2, let us first show that for any ε > 0,

in the above incomplete information elaboration, there is no equilibrium where Player 1 plays T

with probability 1. To see this, proceed by contradiction and assume that we do have such an

equilibrium. Recall that tcrazy
1 is committed to play B and then U. Hence, if Player 2 sees Player 1

playing B, then under the equilibrium, by Bayes’ rule, he assigns probability one to Player 1 being

of type tcrazy
1 and playing U in the subgame. Hence, Player 2 at equilibrium does not play C (it

is dominated at (tcrazy
1 , t∗2)). Therefore, if Player 1 is of type t∗1, by deviating from his equilibrium

strategy playing B and U guarantees a payoff of 3 which is greater than 2, i.e., what he would get

if he were to follow his equilibrium strategy, which shows a contradiction.

Given the above argument, if there is an equilibrium that yields an outcome close to T (i.e., which

converges to T as ε vanishes), Player 1 has to be mixing when his type is t∗1. So, at equilibrium, he

must be indifferent between T and B. One can check that, for this indifference to be possible, Player

2 must be playing a mixed action that is either a convex combination of P1 = (2/3, 1/3, 0) and

P2 = (0, 1/3, 2/3)—in which case, type t∗1 plays U on the second stage and is indifferent between T

and B—or a convex combination of P3 = (1/3, 2/3, 0) and P4 = (0, 2/3, 1/3)—in which case, type
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t∗1 plays D on the second stage and is indifferent between T and B. Note that in any case, Player 2

puts a positive weight on C.

So if Player 2 plays on the segment [P1, P2], then in the second stage, he believes that either

“Player 1 is of type t∗1 and plays U” or “Player 1 is of type tcrazy
1 and plays U.” It is easily checked

that L is strictly better than C regardless of Player 1’s type, which is a contradiction with the

fact that C is played with positive weight by Player 2. Similarly, if Player 2 plays on the segment

[P3, P4], then in the second stage, he believes that either “Player 1 is of type t∗1 and plays D” or

“Player 1 is of type tcrazy
1 and plays U.” It is easily checked that R is strictly better than C regardless

of Player 1’s type, which is also a contradiction with the fact that C is played with positive weight

by P2.

C.3. Lack of robustness of full implementation in pure subgame-perfect equilibrium.

In the sequel, we consider the notion of (full) implementation of a social choice function when the

solution concept is given by pure subgame perfect equilibrium. We show that under this weaker

requirement (compared to that in Definition 8), Theorem 2 does not hold.

Consider the following example. There are two states of nature θ′ and θ′′. There are two players

1 and 2. There are ten alternatives X = {x1, . . . , x10}. We consider a social choice function given

by f(θ′) = x1 and f(θ′′) = x3. Ex-post payoffs are yet to be specified. We consider a two-stage

mechanism: Player 1 plays first and chooses between Out and In. If (and only if) Player 1 plays In,

then the players play a 3-by-3 static game. The description of the mechanism is completed through

the following extensive game form

1

x1

1
x2 x3 x4

x5 x6 x7

x8 x9 x10

T

M

B

L C R

Out

In

Now, we specify ex-post payoffs over alternatives at each state by a description of the extensive-

form game at each state. Ex-post payoffs at state θ′ are given by

1

(2, 2)

1
10, 5 5, 10 0, 0

5, 10 10, 5 0, 0

0, 0 0, 0 1, 3

T

M

B

L C R

Out

In
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while ex-post payoffs at state θ′′ are given by

1

(2, 2)

1
20, 5 20, 10 20, 0

10, 10 10, 5 10, 0

0, 0 0, 0 0, 3

T

M

B

L C R

Out

In

It is easy to check that at each state θ ∈ {θ′, θ′′}, when the state θ is commonly known, there is a

unique pure subgame-perfect equilibrium in the induced extensive-form game yielding alternative

f(θ). So the above mechanism fully implements the social choice function f when the solution

concept is pure subgame-perfect equilibrium. However, one can mimic the argument in Example 2

to show that for any ε > 0 there is an ε-elaboration of the above family of complete-information

extensive-form games with no equilibrium yielding an outcome close to x1 at the profile of type tθ
′
.

Hence, Theorem 2 does not hold when the solution concept for implementation is pure subgame-

perfect equilibrium.34

In order to see this, let us first specify the complete information prior P as

P :

tθ
′

1 , t
θ′
2 tθ

′
1 , t

θ′′
2 tθ

′′
1 , tθ

′
2 tθ

′′
1 , tθ

′′
2

θ′ 1− α 0 0 0

θ′′ 0 0 0 α

where α is arbitrary in (0, 1). We denote by U the family of complete-information extensive-form

games defined here. Now, for any ε > 0, let us build the following prior P ε satisfying ‖P ε − P‖ ≤ ε

P ε :

tθ
′

1 , t
θ′
2 tθ

′
1 , t

θ′′
2 tθ

′′
1 , tθ

′
2 tθ

′′
1 , tθ

′′
2

θ′ 1− α 0 0 0

θ′′ 0 0 ε α− ε
.

In the sequel, we denote U ε for the ε-elaboration of U where the prior is given by P ε. Note that,

conditional on observing the two types tθ
′′

1 , tθ
′

2 of players, the probability distribution over Θ equals

the dirac measure on θ′′. This special feature implies that if players 1 and 2 knew that they were

respectively of types tθ
′′

1 and tθ
′

2 , they will conclude that with probability 1 the state is θ′′.35

In the remaining, we show that for any ε > 0, U ε has no equilibrium where Player 1 of type

tθ
′

1 plays Out with positive probability. First, it is easy to show that tθ
′

1 cannot play Out with

probability one. To see this, proceed by contradiction, and assume that there is an equilibrium

under which tθ
′

1 plays Out with probability one. Since Player 1 has a dominant strategy to play

In when his type is tθ
′′

1 , whenever Player 2 (irrespective of his type) sees that Player 1 has played

In, his only belief consistent with Bayes’ rule puts probability one on the event that Player 1 is of

34We note that at each state of nature of the above extensive-form games, there are finitely many Nash equilibrium
outcomes.
35The above prior can be made full support replacing 0 by ε2. The essence of our argument remains the same.
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type tθ
′′

1 . Hence, in case Player 2 sees Player 1 playing action In, he believes that Player 1 will be

playing T in the subgame (since the only state consistent with tθ
′′

1 is θ′′) and so he himself plays

action C in the subgame. Given that, it is clearly profitable for Player 1 of type tθ
′

1 to deviate from

his equilibrium action and play In and then M in the subgame. This yields a contradiction.

Now, let us show that for any ε > 0, U ε has no equilibrium where Player 1 of type tθ
′

1 mixes

over actions Out and In. Indeed, for this to be possible, tθ
′

1 has to be indifferent between Out and

In. Hence, in the subgame, Player 1 of type tθ
′

1 cannot be playing B. Otherwise, if Player 1 of type

tθ
′

1 were to put a positive probability on B in the subgame, his expected equilibrium payoff in the

subgame would be no more than his expected payoff from playing B, which is at most 1 regardless

of Player 2’s equilibrium strategy. Hence, tθ
′

1 would not be indifferent between Out and In, which

is a contradiction. Hence, Player 1 does not play B in the subgame irrespective of his type. Given

this, irrespective of his type, Player 2 does not play R in the subgame, and here again, tθ
′

1 would

not be indifferent between Out and In. In conclusion, there is no equilibrium that makes Player 1

of type tθ
′

1 playing Out with positive probability which proves the claim.

Remark 7. Note that the argument remains true for a nonempty open set of payoffs over terminal

nodes.

Remark 8. The reason why Theorem 2 fails when using pure subgame-perfect equilibrium as a

solution concept is because hyperstable components may contain only non-pure subgame-perfect

equilibria. Hence, even though all pure subgame-perfect equilibria yield the desired outcome given

by the social choice function, it may be that none of them is contained in a hyperstable com-

ponent. However, with full implementation in subgame-perfect equilibrium, we are sure that all

subgame-perfect equilibria—both pure and non-pure—contained in a hyperstable set yield the de-

sired outcome.
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