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A simple unit root test consistent against any
stationary alternative∗

Frédérique Bec†and Alain Guay‡

Abstract

This paper proposes t−like unit root tests which are consistent against any stationary
alternatives, nonlinear or noncausal ones included. It departs from existing tests in that it
uses an unbounded grid set including all possible values taken by the series. In our setup,
thanks to the very simple nonlinear stationary alternative specification and the particular
choice of the thresholds set, the proposed unit root test contains the standard ADF test
as a special case. This, in turn, yields a sufficient condition for consistency against any
ergodic stationary alternative. From a Monte-Carlo study, it turns out that the power of
our unbounded non adaptive tests, in their average and exponential versions, outperforms
existing bounded tests, either adaptive or not. This is illustrated by an application to interest
rate spread data.
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1 Introduction

In the existing literature about unit root testing against non-linear threshold alternatives, what

differs across the proposed test statistics — beside the non-linear alternative model specification

— is basically the choice of the grid set of thresholds. To fix ideas, mainly two categories may be

distinguished: the bounded and unbounded sets of thresholds. Unlike the former, the boundaries

increase with the sample size for the latter. Within these two categories, two more classes can

be separated: the adaptive and not adaptive sets of thresholds. In this paper, we depart from

this existing work by considering an unbounded not adaptive set of thresholds which has the

particularity to choose its lower bound so as to make the test statistics match exactly the ADF

one. Thanks to this characteristic, it is consistent against any stationary process, either linear or

not, causal or non-causal. This desirable feature is also found by Bec, Guay and Guerre [2008a]

∗The authors would like to thank Heino Bohn Nielsen for fruitful discussions at the early stage of this work.
†THEMA, CY Cergy Paris Université and CREST, Paris.
‡Université du Québec à Montréal and Chaire en macroéconomie et prévisions ESG-UQAM.
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in a more sophisticated framework. Here, this is made possible by fixing all the parameters of

the inner regime of a three-regime self-exciting threshold autoregression (SETAR) so that it is

characterized by a unit root process.

Why is this consistency property desirable? The test statistics developed here keeps good

power performance against models which are more difficult to estimate than our auxiliary sim-

plified SETAR model. Indeed, models such as e.g. Smooth transition Threshold AutoRegres-

sion, Autoregressive Conditional Root, Markov switching or non-causal models involve time-

consuming and tedious maximum likelihood techniques which are not necessary to estimate our

auxiliary model. Yet, the econometric theory underlying these models has been developed under

the maintained hypothesis of stationarity, but they are typically used to fit such variables as

e.g. the inflation rate, the real exchange rate or the crude oil price level which might reasonably

be suspected to be (close to) non stationary. As a consequence, there is a strong need for a

powerful unit root test before using these models.

Why is our test much more simple and powerful? First, it retains the idea developed in

Kapetanios and Shin [2006] — and before them by Balke and Fomby [1997], Michael, Nobay

and Peel [1997], Kapetanios, Shin and Snell [2003] — which imposes a unit root in the inner

regime of a three-regime SETAR model. As stressed by Kapetanios and Shin [2006], by imposing

a unit root in the inner regime, a test should gain power compared to the joint hypothesis Wald

test proposed in e.g. Bec, Ben Salem and Carrasco [2004] or Bec et al. [2008a]. Second, it is

simplified even more by considering symmetrical thresholds in the lower and upper regimes.

By imposing symmetrical thresholds and a lower bound of the set of thresholds which makes

the auxiliary model shrink to a standard autoregression, the test statistic obviously amounts

to the ADF one for this lower bound. Thirdly, by allowing a mirroring intercept in the outer

regimes under the stationary alternative, it does not require to de-mean the series in a first step,

as it can accommodate non centered series. This should also contribute to increase our test’s

power. Finally, this skeleton SETAR auxiliary model does not call for time-consuming ML or

EM estimation techniques since it can be estimated by piecewise OLS method.

The paper is organized as follows. We first introduce the new unit root test statistics and

derive its asymptotic behaviour. Then, Section 2 presents simulation experiments results to

compare its power to other classes of this kind of test. Section 3 illustrates the gain from this

new approach using the same interest rate spread data as the ones used in Bec et al. [2008a].

Section 4 concludes.
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2 The consistent unbounded, not adaptive unit root test statis-
tics

As in Bec et al. [2008a], we are interested in testing the random walk null hypothesis:

H0 : ∆yt = a(L)∆yt−1 + εt,

where y0 = . . . = y−p−1 = 0 and {εt} is a sequence of i.i.d. centered random variables with

variance σ2 and 1 − a(L) is of known order p ≥ 0 with roots outside the unit circle. Assume

that T + 1 observations y0, . . . , yT are available to test H0 against

H1 : {yt} is a non constant stationary ergodic process with a finite non vanishing variance.

The auxiliary test regression we propose to use for our unit root test is restricted to a symmetric

mirroring 3-regime dynamic TAR specification:

∆yt = ut + a(L)∆yt−1 +

{
−µ+ ρyt−1 if yt−1 ≤ −λ,
µ+ ρyt−1 if yt−1 ≥ λ

(1)

where {ut} is a sequence of i.i.d. centered random variables with variance σ2
u and a(L) is a

lag polynomial of order p. Note that in the middle, or inner regime, a random walk (without

drift) behavior is imposed, so that no specific parameter has to be estimated here. Beyond this

restriction, this auxiliary model is further simplified by assuming that i) the threshold defining

the lower regime (−λ) is just the opposite of the one defining the upper regime (λ) and ii) the

intercept is symmetrical across regimes.1 We focus on testing the null H0 : ρ = 0 against the

stationary alternative H1 : |ρ| < 0, using the following Student-t type Infinimum statistics:

tinfT (ΛT ) = inf
λ∈ΛT

tT (λ), (2)

with

tT (λ) = ρ̂T (λ)/s.e.(ρ̂T (λ))

where ρ̂T is the piecewise ordinary linear least squares estimate of ρ and s.e.(ρ̂T ) its standard

error. A Wald-type test statistic may be obtained via a similar route, as in Bec et al. [2008a] for

instance. The advantage of the t-test over the Wald-test is that the t-test deals with one-sided

stationary alternatives explicitly, and thus is expected to be more powerful. Moreover, beside

the auxiliary model under consideration, what distinguishes existing statistics of this kind is

1Note that this model does not generate zero-mean processes, so that unlike Kapetanios and Shin [2006], this
framework does not require to de-mean the data before proceeding to the test.

3



basically the choice of the set of thresholds ΛT , as emphasized in the Introduction. Bec et al.

[2008a] develop both bounded and unbounded SupWald tests statistics for which the boundaries

of ΛT are adaptive, in the sense that ΛT is larger under the alternative than under the null

hypothesis. Bec et al. [2004]’s SupWald test statistic relies on an unbounded and not adaptive

set of thresholds: it consists in all values of yt lying between its 15th and the 85th quantiles,

following Andrews [1993] and the common practice since this seminal paper. Kapetanios and

Shin [2006] auxiliary test regression is similar to the one given in Equation (1) but it relaxes the

symmetry assumption: the autoregressive parameter is allowed to differ across the upper and

lower regimes.2 So, their unit root null consists in setting both upper and lower autoregressive

roots to zero. The corresponding Sup (or average or exponential) Wald test statistics they

develop belong, by assumption, to the bounded, non adaptive class of thresholds sets.

The test statistics proposed here belongs to the same class as the one of Bec et al. [2004]

in that it retains a grid set that is unbounded and non adaptive. However, it departs from the

quantiles approach by considering a grid set including all the values taken by the series, with the

exception of the few points needed to estimate the outer regime. Hence, the set of thresholds

considered here is larger than the ones typically used in the quantile approach. More concretely,

denoting |y|(t), t = 0, . . . , T − 1, the ordered |yt−1|, it amounts to consider the first value |y|(0)

as the lower bound and the (T − 1− k)th value as the upper bound, where T is the sample size

and k is the number of parameters to estimate in the outer regime, so that:

ΛT = [|y|(0), |y|(T−1−k)]. (3)

Hence, the set of thresholds does not adapt its size to the null or the alternative under consid-

eration. Then, it is of course unbounded as its span widens with the sample size.

The Theorem 1 below shows that choosing |y|(0) as the lower bound of ΛT is sufficient to get

consistency against any ergodic alternatives.

Theorem 1 Consider the TAR specification (1). Assume that ΛT is such that, for any {yt} in

H1, λT = |y|(0) implies that tT (λT ) = ADFT . Then, under H1, tinf(ΛT ) diverges in probability,

with

tinfT (ΛT ) ≤ tT (λT ) = ADFT (1 + op(1)) . (4)

This directly results from the fact that the statistic ADFT diverges with exact order
√
T in

probability for any {yt} in H1 and the TAR specification (1) is equivalent to the autoregressive

2Moreover, as they de-mean the series before proceeding to test, µ = 0 in their setup.
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linear model when the threshold is λT = |y|(0).
3 In this case, the lower and the central regimes

vanish and the SETAR shrinks to the auxiliary model of the ADF test:

∆yt = a(L)∆yt−1 + µ+ ρyt−1 + ut. (5)

Importantly, it follows from Theorem 1 that this definition of the grid set of thresholds is

a sufficient condition for consistency against any ergodic stationary alternative. Then, the

inequality (4) indicates that the tinfT (ΛT ) test can be more powerful than the ADF test provided

its critical values are close enough to the critical values of the ADFT statistic (see Table 2).

The next theorem shows that tinfT (ΛT ) has a pivotal null distribution. Let us first define for

the outer regime

ξO(λ) =

∫ 1

0
W (v)IIout(λ)(W (v))dW (v)−

∫ 1
0 W (v)IIout(λ)(W (v))dv∫ 1

0 IIout(λ)(W (v))dv

∫ 1

0

(
II`(λ) − IIu(λ)

)
(W (v))dW (v)[∫ 1

0
W 2(v)IIout(λ) (W (v)) dv − (

∫ 1
0 W (v)IIout(λ)(W (v))dv)2∫ 1

0 IIout(λ)(W (v))dv

]1/2 (6)

where II denotes the indicator function which takes value one if yt ∈ I and zero otherwise.

Iout(λ) = I`(λ) ∪ Iu(λ), with I`(λ) = (−∞,−λ] and Iu(λ) = [λ,+∞).

Theorem 2 Consider the TAR specification (1). Let ΛT be as in (3) and assume that Assump-

tion E(s) given in Section 7 of Bec et al. [2008a] for s > 4 holds. Then, under H0, tinfT (ΛT )

converges in distribution to infλ∈Λ (ξO(λ/σ)), which has a pivotal distribution.

Theorem 2 follows directly from Theorem 2 of Bec et al. [2008a] but without the inner regime.

We can see in particular that for λT = |y|(0),

ξO(λT ) =

∫ 1

0
W (v)dW (v)−W (1)

∫ 1

0
W (v)dv[∫ 1

0
W 2(v)dv − (

∫ 1

0
W (v)dv)2

]1/2
which is the limit distribution of the ADFT statistic.

As in Kapetanios and Shin [2006], beside the infimum of the t statistic, its average and

exponential average defined below will also be considered:

tavgT (ΛT ) =
1

]ΛT

]ΛT∑
i=1

t(λi), texpT (ΛT ) =
1

]ΛT

]ΛT∑
i=1

exp

(
tT (λi)

2

)
,

where ]ΛT is the number of points included in the grid set ΛT and λi is the ith point of the

threshold parameters in ΛT .

3See the proof of Theorem 4 in Bec et al. [2008a].
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Theorem 3 Consider the TAR specification (1). Let ΛT be as in (3) and assume that Assump-

tion E(s) given in Section 7 of Bec et al. [2008a] for s > 4 holds. Then, under H0,

tavgT (ΛT )⇒
∫ 1

0
ξO(λ/σ)dλ and texpT (ΛT )⇒

∫ 1

0
exp

(
ξO(λ/σ)

2

)
dλ (7)

where ⇒ means convergence in distribution.

This result is directly obtained through the application of the continuous mapping theorem

(Pollard, 1984). Lines 3 to 5 of Table 2 in the Appendix give their empirical critical values for

different sample sizes.

3 Simulation experiments

In this section, the empirical size corrected power of various unit root tests is evaluated from

simulation experiments. First, we present the different tests under scrutiny and then, the various

alternatives used to compare their performances.

3.1 The competing unit root tests

Two very simple tests are considered as benchmarks : the ADF and the Kapetanios et al. [2003]

tNL test statistics. The latter has been developed to test the unit root null against a stationary

Exponential Smooth Transition AR (ESTAR) model — first introduced by Chan and Tong

[1986]. As these authors use a first-order Taylor series approximation of the ESTAR, they get

the simple auxiliary model below:

∆yt = a(L)∆yt−1 + δy3
t−1 + ut. (8)

and the test statistic of the null δ = 0 against δ < 0 is simply given by tT,NL = δ̂T /s.e.(δ̂T ),

where δ̂T and its standard error are estimated by OLS. Then, our tinfT (ΛT ), tavgT (ΛT ) and texpT (ΛT )

tests are of course considered. For practical reasons, they are denoted tinfall , tavgall and texpall in the

tables below. The subscript “all” refers to the fact that all possible values of the threshold are

considered.

We find it useful to compare these new test statistics to their bounded analogues. To this

end, we use the same auxiliary model as the one given by Equation (1), but use the bounded

adaptive set of thresholds, ΛBT defined by Equation (2.9) of Bec et al. [2008a]:

ΛBT = [λT , λT ], with λT = |y|(2) +
σ̂εT

`|DFT |
and λT = λT + `σ̂εT |DFT |, (9)
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with ` = 6. Note that the lower bound starts after |y|(2): this is needed in their approach to

estimate the inner regime’s parameters.4 The statistics obtained likewise are denoted tinfb , tavgb

and texpb .

Next, so as to compare our proposed tests to another one belonging to the unbounded, non

adaptive class, we retain the approach described in Section 4, page 264, of Kapetanios and

Shin [2006] in order to build the set of threshold. The latter consists in equally spaced points

between the 10th percentile (lower bound) and the 90th percentile (upper bound). Unlike here,

these authors do not choose symmetric threshold in general. Hence, they have to estimate the

two thresholds which define the three regimes of their model. In their Monte-Carlo study, for

each of these two thresholds, they retain eight points between each boundary and the sample

mean, and they de-mean the series before proceeding to the unit root test. Since the thresholds

are symmetric in our auxiliary SETAR model, we adapt their approach by using a grid set which

also starts from the 10th percentile and ends to the 90th percentile, but includes equally spaced

quantiles in between instead, so that: ΛUT = {Q(0.10), Q(0.15), Q(0.2), . . . , Q(0.9)} where Q(·)
denote the quantile function of |yt|.5 As in Kapetanios and Shin [2006], the simulated series are

de-meaned first. The corresponding t-statistics are denoted tinfks , tavgks and texpks .

Finally, in order to evaluate the impact of having developed a one-sided unit root test instead

of the two-sided SupWald statistics used when the inner root is not constrained to be unity, the

bounded Wald test proposed in Bec et al. [2008a] is also considered, both in its Sup, average

and exponential versions — Wsup
b , Wavg

b and Wexp
b respectively.

All the tests are adjusted to match the number of lags introduced in the simulated DGP.

All experiments are based on 10,000 Monte Carlo replications. The first 100 realizations are

discarded so as to minimize the impact of initial conditions. The powers are empirical size

corrected and evaluated at the 5% nominal level. Table 2 in the Appendix gives the critical

values based on 40,000 simulations of different sample sizes.

3.2 Power analysis

The power of the tests listed in the first column of Table 2 is compared for various stationary

alternatives. The first one is the stationary three-regime SETAR model for which all the tests

have been built but the ADF and the tNL. Next, other non-linear stationary alternatives are

considered: the Exponential Smooth Transition AutoRegression (ESTAR), from which the tNL

4Results of the Bec et al. [2008a]’s unbounded set analogue are not reported, as the latter is found to be slightly
less powerful than the bounded one in most cases, as already noticed by these authors.

5Note that this approach is similar to the one developed by Bec et al. [2004], but it uses less points in the set
of thresholds.
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statistic has been built, the Autoregressive Conditional Root (ACR) model developed by Bec,

Rahbek and Shephard [2008b] which is a dynamic mixture autoregression which does not require

a fixed threshold, and the Mixed causal-noncausal AutoRegression (MAR). Note that none of

the tests under study is built for the last two alternatives. Nevertheless, the bounded statistics

derived from Bec et al. [2008a] as well as the new test proposed here should keep power against

it as they have been shown to be consistent against all stationary alternatives. All the tables

reporting the results of this power analysis are gathered in the Appendix.

SETAR alternatives: The model defined by Equation (1) is studied first, using the same

set of parameters values as Bec et al. [2008a], as can be seen from Table 3. In particular,

µ = 1.3 × |ρ| × λ and εt is an i.i.d. N (0, 1). These values are inspired from Bec et al. [2004]

analysis of real exchange rate data. The first four parameter sets correspond to DGPs which

locate less than 5% of the realizations in the stationary upper and lower regimes. This explains

the bad performance of the ADF test, as most of the sample lies in the inner random walk band.

tNL does slightly better than the ADF when the root is close to unity, here when ρ = −0.1, which

amounts to a root of (1-ρ)=0.9. Then, comparing the other tests in these four cases, it appears

that tks is always outperformed by tall, tb and Wb. So, the two adaptive tests are performing

rather well. As expected, tb is more powerful than Wb in the average and exponential versions.

Finally, the best performing test in these cases is the texpall . This is particularly remarkable in

the first and third lines of these results, where only 1.7 to 2.9% of the observations lie in the

stationary outer regime: it rejects the unit root null in 77.2% and 93.4% respectively. The

closest test in terms of power is the texpb . The last two sets of parameters generate series with

more than 20% of realizations in the stationary regime. It is worth noticing that in these cases,

even with a root close to unity (9th and 10th lines), all tests have a rather high power, the ADF

included, with a rejection rate of 99.9% for T=200 and 100% for T=300. The last two lines of

Table 3 show that when enough observations belong to the stationary regimes and the root is

far from unity, then all the tests correctly reject the null in 100% of the cases.

ESTAR alternatives: The ESTAR DGP considered here is given by:

yt = yt−1 + γyt−1(1− exp(θy2
t−1)) + a∆yt−1 + εt

with εt ∼ N (0, 1). The rejection rates reported in Table 4, reveal more surprising results with

ESTAR alternatives than with SETAR ones. Indeed, even though the test statistic tNL has

been built for this specific alternative, it is always dominated by other tests. In particular, when
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θ is as small as 0.05 or 0.005, which corresponds to highly persistent series, our tall test in its

average and exponential versions reach much larger rejection rates. For instance, line 2 of Table

4 where T=300 and θ = 0.005, tNL rejects the null in 18.8% of the replications while tavgall and

texpall rejection rates are more than 64%. Note that the latter outperform tNL in all the cases

considered. In the cases where tNL behaves rather well, as for instance in the last four lines

of the table, even the ADF test performs better than it. Then, when θ = 0.2, a case far from

the null, the tks, tall and ADF statistics produce comparable outcomes, close to 100% especially

for T=300. Finally, as for the SETAR alternatives, the one-sided version of Bec et al. [2008a]

bounded test statisitcs do better than the original Wald statistics, confirming the relevance of

the unit root constraint in the central regime.

ACR alternatives: Table 5 reports rejection rates of the various tests for ACR stationary

alternatives. The ACR model, proposed by Bec et al. [2008b], is given by:

yt = (1 + ρ)styt−1 + a∆yt−1 + εt

with P (st = 1|yt−1, εt) = [1 + exp(−(α + β|yt−1|1/2t))]−1 and εt ∼ N (0, σ). This model can

generate SETAR-like dynamics with the difference that the threshold does not need to be fixed.

Like them, we fix σ = 0.009 in our simulations. Again, tavgall and texpall keep a remarkably good

performance when a small percentage of the observations belong to the stationary regimes (first

and last four lines of the table), compared to the other tests considered. Only the tb statistics

behave not too badly in these cases. Nevertheless, their performances deteriorate much more

than the ones of tavgall and texpall when the outer root gets closer to unity (ρ = −0.1).

Noncausal alternatives: The power of our proposed test is also evaluated for the Mixed

causal-noncausal AutoRegressions (MAR) which have been shown to be a useful representation

for bubble-like dynamics as well as for macroeconomic variables such as inflation or interest

rates — see e.g. Lanne and Saikkonen [2011], Lof [2013], Lof and Nyberg [2017],Gouriéroux and

Zakoian [2017] or Fries and Zakoian [2019]. Hence, it seems to be able to capture some kinds of

nonlinearities. This MAR model is defined in Lanne and Saikkonen [2011] as

φ(B)ϕ(B−1)yt = εt, (10)

where B is the backward shift operator (Bkyt = yt−k for k = 0,±1, ...) and φ(B) = 1 −
φ1B − ... − φrBr, ϕ(B−1) = 1 − ϕ1B

−1 − ... − ϕsB−s. Finally, εt is a sequence of zero-mean
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non-Gaussian6 independent, identically distributed random variables, and E(ε2t ) < ∞ unless

otherwise mentioned. For the Monte-Carlo study, r = s = 1 and the forward, noncausal root,

ϕ, is fixed to 0.5. A Student’s t density function is assumed, f(εt | σ, ν) where σ and ν are the

scale and degrees of freedom parameters respectively. Following Lanne and Saikkonen [2011],

the scale parameter σ is fixed to 0.1. Two values of the degrees of freedom are considered:

ν = 3 to generate fat-tailed distributed εt’s and ν = 10 to generate mildly fat-tailed distributed

perturbations which look closer to Gaussian distribution than the case with ν = 3. The causal

root values considered are φ ∈ {0.7, 0.9, 0.95}. The results are gathered in Table 6 in the

Appendix. It can be seen that no matter the value of ν, the ADF test’s empirical rejection rates

are 100% or so when φ = 0.7: The backward autoregressive root is far enough from unity for this

simple test to reject the null in all drawings or so. Note that the tall and tks statistics perform

as well as the ADF in these cases. These three kinds of tests also perform well for φ = 0.9,

especially when T = 300. More interesting are the cases where φ = 0.95. Here, tavgall and texpall ’s

rejection rates are still around 74% for T = 200 and 88% for T = 300 when ν = 3, and around

59% for T = 200 and 74% for T = 300 when ν = 10. By contrast, both ADF, tNL, tb, Wb and,

to a lower extent, tks, powers drop dramatically.

To sum up this power analysis, it turns out that our unbounded non adaptive tests, in their

average and exponential versions, outperform existing bounded tests, either adaptive or not.

The only exception to this result occurs when a large proportion of the realizations of the DGP

belongs to the stationary regime of a SETAR or ESTAR model. However, the ADF test behaves

very well in these cases so that no more sophisticated test is needed.

4 Empirical illustration

Here, we examine the same interest rate spread data as the ones used in Bec et al. [2008a].7

Let SF , SG, SNZ and SUS denote the 10-year vs 3-month bons spreads for France, Germany,

New-Zealand and the U.S. respectively. As can be seen from Table 4, p.109, in Bec et al. [2008a],

the standard ADF (or KPSS in the case of New-Zealand) tests suggest the presence of a unit

root in these series. So, this is the kind of cases where using more powerful tests could make a

difference. Indeed, from Table 5 of Bec et al. [2008a], it turns out that WSup
B rejects the unit

root at the 1%-level for SNZ and SUS , at the 3.5%-level for SG and at the 15%-level only for

6With Gaussian distributed εt’s, the model could be written equivalently as a backward or a forward autore-
gression. In this case, these two representations are observationally equivalent asymptotically, as discussed in e.g.
Cambanis and Fakhre-Zakeri [1996].

7See the data description therein.
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SF . We re-examine these results using exactly the same data and sample, and hence with the

same number of autoregressive lags in Eq. (1), namely p = 1 for France and Germany and p = 4

in New-Zealand and the US. As can be seen from Table 1, only the tavgall and texpall as well as all

Table 1: Unit-root tests for interest rate spread data

SF SG SNZ SUS
] obs. 228 228 205 259

ADF -2.67 -1.89 -3.12 -2.73
tNL -2.82 -3.56 -87.7 -145.48

tinfall -2.67 -3.08 -3.99 -4.05
tavgall -1.55 -1.50 -2.72 -2.96
texpall 0.48 0.52 0.29 0.24

tinfb -2.64 -3.10 -4.05 -4.09
tavgb -1.54 -1.49 -2.74 -2.99
texpb 0.49 0.52 0.29 0.24

tinfks -2.67 -1.79 -3.21 -2.86
tavgks -2.05 -1.09 -2.70 -2.41
texpks 0.37 0.59 0.27 0.30
Wsup

b 10.96 15.42 52.16 30.07
Wavg

b 5.43 9.47 12.48 17.37
Wexp

b 28.95 327.85 1.09·109 1.10·105

Notes: Numbers in bold denote rejection of the null at the 5%
level according to the corresponding critical values reported in
Table 2.

versions of tb test statistics reject the unit root null for the four series at the 5%-level. These

results illustrate two points stressed earlier in the paper, especially in the Monte-Carlo study.

First, the average and exponential versions of our unbounded and non adaptive tall tests reject

the null more often than the other tests. Second, the bounded Sup test developed by Bec et al.

[2008a] rejects the null less often than its one-sided version proposed here, namely tinfb .

5 Conclusion

This paper proposes a new category of t−like unit root tests which are consistent against any

stationary alternatives, nonlinear ones included. It departs from existing tests in that it uses an

unbounded, not adaptive set of thresholds. In our setup, thanks to the very simple nonlinear

stationary alternative specification and the particular choice of the thresholds set, the proposed

11



unit root test contains the standard ADF test as a special case. This, in turn, yields a sufficient

condition for consistency against any ergodic stationary alternative.

Our proposed tests power is then evaluated from a Monte-Carlo study. As a result, our

unbounded non adaptive tests, in their average and exponential versions, outperform existing

bounded tests, either adaptive or not. This suggests that using tavgall and texpall test statistics on top

of the simple ADF could prove very useful, especially for those series which may be suspected

to behave in a nonlinear or noncausal way.
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6 Appendix

Table 2: Critical values (40,000 replications)

T 100 200 250 300 400 500 1000 10000

ADF -2.89 -2.88 -2.88 -2.87 -2.87 -2.87 -2.87 -2.86
tNL -2.89 -2.90 -2.94 -2.91 -2.93 -2.91 -2.93 -2.93

tinfall -2.98 -2.97 -2.97 -2.96 -2.97 -2.97 -2.96 -2.93
tavgall -0.91 -0.85 -0.81 -0.80 -0.77 -0.74 -0.65 -0.38
texpall 0.67 0.69 0.70 0.70 0.71 0.72 0.75 0.85

tinfb -2.47 -2.54 -2.55 -2.58 -2.61 -2.62 -2.65 -2.67
tavgb -0.93 -0.97 -0.99 -1.00 -1.06 -1.08 -1.23 -1.79
texpb 0.65 0.64 0.63 0.63 0.61 0.60 0.56 0.42

tinfks -2.90 -2.87 -2.87 -2.85 -2.85 -2.84 -2.82 -2.52
tavgks -2.32 -2.09 -2.02 -1.95 -1.85 -1.77 -1.53 -0.80
texpks 0.33 0.37 0.39 0.40 0.42 0.44 0.50 0.71
Wsup

b 14.32 14.36 14.34 14.43 14.45 14.35 14.47 14.58
Wavg

b 6.22 6.15 6.23 6.24 6.35 6.45 6.70 7.47
Wexp

b 84.32 71.52 68.73 66.15 67.20 65.94 67.09 76.72

13



T
ab

le
3
:

E
m

p
ir

ic
al

re
je

ct
io

n
ra

te
s

ag
ai

n
st

S
E

T
A

R
al

te
rn

at
iv

es
(1

0
,0

0
0

re
p

li
ca

ti
on

s)

(λ
,a
,ρ

1
)

T
%

A
D

F
t N

L
ti
n
f

a
ll

ta
v
g

a
ll

te
x
p

a
ll

ti
n
f

b
ta
v
g

b
te
x
p

b
ti
n
f

k
s

ta
v
g

k
s

te
x
p

k
s

W
su
p

b
W

a
v
g

b
W

ex
p

b

(1
0,

0,
-0

.1
)

2
0
0

2.
9

1
7
.3

29
.3

26
.4

72
.2

77
.2

39
.4

58
.7

59
.6

1
7.

8
2
1.

9
2
2.

8
6
2.

5
4
8.

2
59

.2
30

0
2.

9
2
0.

1
3
8
.6

4
1.

6
91

.7
93

.0
53

.1
78

.5
79

.0
20

.6
2
5.

1
2
6.

2
8
3.

4
6
6.

8
8
0.

2

(1
0
,0

,-
0
.3

)
20

0
1.

7
21

.7
71

.2
55

.4
92

.7
93

.4
71

.0
89

.3
89

.4
22

.3
30

.0
31

.7
90

.0
81

.4
8
9.

2
30

0
1.

5
2
8.

5
8
6
.6

7
6.

7
98

.4
98

.5
85

.6
96

.6
96

.5
29

.4
4
1.

6
4
5.

0
9
7.

1
9
2.

9
9
6.

6

(1
0
,0

.3
,-

0
.1

)
20

0
4
.0

17
.5

4
2.

4
4
3.

2
93

.5
95

.1
60

.2
86

.6
87

.0
18

.0
17

.1
17

.5
85

.4
7
2.

2
8
3.

2
30

0
3.

9
2
3.

4
6
8
.7

6
4.

9
99

.1
99

.4
79

.2
97

.7
97

.9
23

.6
1
7.

0
1
6.

5
9
7.

0
9
1.

4
9
6.

1

(1
0
,0

.3
,-

0
.3

)
20

0
2
.3

36
.8

9
3.

0
8
7.

1
99

.2
99

.3
93

.5
98

.6
98

.5
38

.3
43

.7
46

.4
98

.4
9
7.

0
9
8.

3
30

0
2.

1
7
4.

9
9
9
.1

9
8.

1
99

.9
10

0
98

.9
99

.9
99

.9
7
5.

3
7
1.

2
7
3.

2
9
9.

8
99

.6
99

.8

(2
,0

.3
,-

0.
1)

20
0

4
1
.7

99
.9

91
.8

99
.9

97
.7

95
.1

95
.6

94
.9

88
.6

99
.9

99
.9

99
.9

96
.6

8
8.

0
9
6.

3
30

0
41

.6
1
00

9
8
.2

10
0

99
.7

98
.5

99
.5

99
.0

95
.6

1
00

1
00

1
00

1
00

99
.8

10
0

(2
,0

.3
,-

0.
3)

20
0

2
4
.0

10
0

1
00

10
0

10
0

10
0

10
0

10
0

10
0

1
00

1
00

1
00

1
00

10
0

10
0

30
0

23
.9

1
00

1
0
0

1
00

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

1
00

10
0

N
o
te

s:
T

h
e

D
G

P
is

E
q
u
a
ti

o
n

(1
)

w
it

h
µ

=
1
.3
×
|ρ
|×

λ
a
n
d
ε t
∼
N

(0
,1

).
T

h
e

co
lu

m
n

la
b

el
ed

%
re

p
o
rt

s
th

e
p

er
ce

n
ta

g
e

o
f

d
a
ta

in
th

e
st

a
ti

o
n
a
ry

re
g
im

es
.

14



T
ab

le
4
:

E
m

p
ir

ic
al

re
je

ct
io

n
ra

te
ag

ai
n

st
E

S
T

A
R

al
te

rn
at

iv
es

(1
0
,0

0
0

re
p

li
ca

ti
on

s)

(γ
,a
,θ

)
T

A
D

F
t N

L
ti
n
f

a
ll

ta
v
g

a
ll

te
x
p

a
ll

ti
n
f

b
ta
v
g

b
te
x
p

b
ti
n
f

k
s

ta
v
g

k
s

te
x
p

k
s

W
su
p

b
W

a
v
g

b
W

ex
p

b

(-
0.

1,
0,

0.
00

5
)

2
0
0

1
1
.6

11
.7

17
.4

37
.8

39
.5

26
.2

23
.5

20
.3

12
.1

1
3.

9
1
4.

2
1
1.

5
5
.9

8.
8

3
0
0

1
5
.5

1
8.

4
2
7.

3
64

.3
64

.0
35

.0
33

.7
27

.0
16

.1
19

.3
1
9.

7
1
7.

7
8
.0

14
.4

(-
0.

1,
0,

0.
05

)
2
00

3
6.

6
4
3
.5

5
4
.9

86
.8

87
.1

59
.6

75
.2

71
.0

38
.5

48
.1

49
.9

31
.1

17
.8

2
5.

9
3
0
0

7
8
.8

7
4.

7
8
7.

4
96

.6
96

.2
76

.3
88

.5
84

.8
80

.5
89

.6
9
1.

2
5
5.

4
3
8.

5
5
2.

0

(-
0.

1,
0,

0.
2)

2
00

7
2.

8
6
1
.5

7
7
.9

87
.3

86
.6

66
.1

77
.9

73
.3

74
.6

83
.0

83
.9

43
.6

26
.6

3
8.

8
3
0
0

9
8
.3

8
5.

7
9
8.

3
96

.1
94

.9
82

.5
89

.1
84

.7
98

.6
99

.6
9
9.

7
7
8.

8
5
6.

6
7
5.

2

(-
0.

1,
0.

3,
0.

00
5
)

2
0
0

1
7
.4

22
.6

29
.8

57
.2

58
.7

39
.7

36
.9

30
.3

18
.1

1
4.

1
1
3.

7
1
9.

5
1
0.

5
1
5.

8
3
0
0

3
1
.6

4
3.

2
5
0.

9
85

.4
85

.0
54

.1
57

.4
47

.8
32

.6
25

.4
2
4.

9
3
3.

9
1
9.

5
2
9.

9

(-
0.

1,
0.

3,
0.

05
))

20
0

77
.0

7
5
.4

8
5.

1
94

.5
94

.3
77

.9
88

.1
84

.5
78

.3
76

.5
77

.0
54

.6
40

.4
51

.5
3
0
0

9
9
.0

9
4.

3
9
9.

5
99

.4
99

.3
91

.6
96

.9
94

.8
99

.1
99

.1
9
9.

2
8
6.

6
7
6.

5
8
6.

2

(-
0.

1,
0.

3,
0.

2)
2
0
0

9
5
.2

80
.9

95
.8

93
.8

92
.7

80
.0

87
.2

82
.9

95
.6

9
6.

2
9
6.

3
7
1.

1
5
2.

1
6
7.

3
3
0
0

10
0

95
.1

1
00

98
.8

98
.0

92
.8

95
.7

92
.6

10
0

1
00

1
00

9
7.

0
8
7.

8
9
6.

4

N
o
te

s:
T

h
e

D
G

P
is
y
t

=
y
t−

1
+
γ
y
t−

1
(1
−

ex
p
(θ
y
2 t−

1
))

+
a
∆
y
t−

1
+
ε t

,
w

it
h
ε t
∼
N

(0
,1

).

15



T
a
b

le
5:

E
m

p
ir

ic
a
l

re
je

ct
io

n
ra

te
s

ag
ai

n
st

A
C

R
al

te
rn

at
iv

es
(1

0,
0
00

re
p

li
ca

ti
o
n

s)

(α
,β
,a
,ρ

)
T

%
A

D
F

t N
L

ti
n
f

a
ll

ta
v
g

a
ll

te
x
p

a
ll

ti
n
f

b
ta
v
g

b
te
x
p

b
ti
n
f

k
s

ta
v
g

k
s

te
x
p

k
s

W
su
p

b
W

a
v
g

b
W

ex
p

b

(-
10

,3
0
,0

.3
,-

0.
3)

20
0

4
.5

28
.1

7
2.

3
61

.0
97

.6
98

.1
74

.9
94

.1
93

.7
29

.0
27

.4
27

.8
72

.9
64

.5
7
1.

2
30

0
4.

4
6
1.

2
92

.5
89

.5
99

.8
99

.8
90

.3
98

.9
98

.8
6
2.

4
6
0.

3
62

.9
91

.8
8
8.

1
92

.0

(-
10

,3
0
,0

.3
,-

0
.1

)
2
0
0

8
.0

14
.8

21
.9

26
.8

58
.2

60
.4

38
.7

39
.6

33
.9

1
5.

4
1
3.

0
1
2.

6
2
4.

8
1
3.

2
22

.4
30

0
7.

9
2
2.

3
41

.3
46

.0
89

.0
89

.7
55

.4
63

.7
55

.5
2
2.

9
1
8.

5
18

.3
42

.4
3
1.

5
39

.9

(-
20

,1
2
0,

0.
3,

-0
.3

)
2
0
0

1
9.

5
10

0
99

.9
10

0
10

0
10

0
10

0
10

0
10

0
10

0
10

0
10

0
10

0
10

0
10

0
30

0
19

.4
1
00

1
0
0

10
0

10
0

10
0

10
0

10
0

10
0

1
00

1
00

1
00

1
00

1
00

1
00

(-
20

,1
2
0,

0.
3,

-0
.1

)
2
0
0

3
5.

1
8
9
.3

81
.9

94
.5

97
.1

96
.3

88
.2

93
.3

88
.3

9
0.

3
9
0.

8
9
1.

5
6
9.

9
5
7.

3
67

.9
30

0
35

.0
99

.8
96

.2
99

.9
99

.8
99

.3
97

.0
98

.4
95

.7
9
9.

9
9
9.

9
10

0
95

.9
89

.1
9
6.

0

(-
10

,3
0
,0

,-
0
.3

)
2
00

3.
7

1
4
.5

33
.3

29
.3

83
.4

86
.0

45
.6

69
.9

69
.2

1
5.

4
2
1.

3
2
2.

8
4
1.

8
29

.2
37

.6
30

0
3.

5
2
2.

1
56

.3
50

.8
96

.8
97

.2
64

.1
88

.9
88

.0
2
3.

3
3
2.

5
35

.3
62

.6
4
8.

7
59

.8

(-
10

,3
0
,0

,-
0
.1

)
2
00

6.
3

1
0
.7

13
.0

14
.9

28
.1

31
.3

23
.1

18
.1

16
.5

1
1.

4
1
5.

0
1
5.

9
1
3.

3
9.

3
11

.7
30

0
6.

2
1
4.

5
18

.3
23

.5
61

.0
61

.1
32

.9
28

.8
24

.5
1
5.

2
1
9.

7
20

.8
21

.3
13

.3
.1

1
8.

5

N
o
te

s:
T

h
e

D
G

P
is
y
t

=
(1

+
ρ
)s
t
y
t−

1
+
a
∆
y
t−

1
+
ε t

,
w

it
h
P

(s
t

=
1
|y
t−

1
,ε
t
)

=
[1

+
ex

p
(−

(α
+
β
|y
t−

1
|1
/
2
t)

)]
−
1

a
n
d
ε t
∼
N

(0
,0
.0

0
9
).

T
h
e

co
lu

m
n

la
b

el
ed

%
re

p
o
rt

s
th

e
p

er
ce

n
ta

g
e

o
f

d
a
ta

in
th

e
st

a
ti

o
n
a
ry

re
g
im

es
.

16



T
ab

le
6
:

E
m

p
ir

ic
a
l

re
je

ct
io

n
ra

te
s

ag
ai

n
st

M
A

R
al

te
rn

at
iv

es
(1

0,
0
00

re
p

li
ca

ti
o
n

s)

(ν
,ρ

)
T

A
D

F
t N

L
ti
n
f

a
ll

ta
v
g

a
ll

te
x
p

a
ll

ti
n
f

b
ta
v
g

b
te
x
p

b
ti
n
f

k
s

ta
v
g

k
s

te
x
p

k
s

W
su
p

b
W

a
v
g

b
W

ex
p

b

(3
,0

.7
)

20
0

99
.9

9
9.

1
9
9.

9
99

.8
99

.8
96

.1
98

.2
97

.3
99

.9
1
00

1
00

8
7.

6
8
2.

8
85

.4
30

0
10

0
9
9.

9
1
0
0

10
0

10
0

99
.5

99
.8

99
.7

10
0

1
00

1
00

9
9.

0
97

.7
98

.6

(3
,0

.9
)

20
0

71
.7

7
6.

2
7
3.

7
93

.5
93

.8
66

.3
70

.8
65

.2
74

.9
90

.0
92

.5
55

.2
36

.2
48

.0
30

0
96

.9
9
2
.1

9
6
.7

98
.5

98
.6

82
.8

81
.9

77
.6

97
.7

9
9.

7
9
9.

9
78

.1
57

.1
71

.0

(3
,0

.9
5)

20
0

26
.2

3
8.

7
3
0.

2
73

.3
74

.2
38

.4
33

.7
27

.7
28

.4
39

.6
43

.3
27

.3
13

.5
22

.1
30

0
53

.1
5
9
.8

5
4
.0

87
.9

89
.0

51
.5

39
.9

33
.7

56
.1

7
1.

3
7
5.

4
44

.2
21

.7
34

.9

(1
0,

0.
7)

20
0

1
00

9
6
.0

10
0

99
.3

99
.4

89
.6

90
.0

86
.6

10
0

1
00

1
00

69
.1

43
.0

59
.6

30
0

10
0

9
9.

7
1
0
0

10
0

10
0

97
.6

97
.3

94
.3

10
0

1
00

1
00

9
4.

9
78

.3
91

.9

(1
0,

0.
9)

20
0

73
.5

5
7.

0
7
3.

0
81

.8
82

.9
47

.2
36

.5
32

.0
76

.4
88

.6
90

.0
36

.6
8.

8
2
3.

7
30

0
97

.2
7
9
.5

9
6
.6

92
.5

92
.5

60
.3

44
.3

34
.6

97
.9

9
9.

7
9
9.

8
64

.4
19

.2
48

.8

(1
0,

0.
95

)
20

0
28

.8
2
7.

1
3
1.

0
58

.3
59

.7
29

.8
15

.5
12

.6
31

.3
40

.0
40

.8
20

.4
3.

6
1
1.

6
30

0
55

.6
4
4
.3

5
5
.6

74
.3

74
.6

38
.6

15
.3

9.
6

58
.5

69
.8

71
.8

3
5.

6
6
.0

21
.6

N
o
te

s:
T

h
e

D
G

P
is

(1
−
φ
B

)(
1
−

0
.5
B
−
1
)y
t

=
0
.3

+
ε t

,
w

it
h
ε t
∼
t (
ν
,σ

)
,

w
h
er

e
ν
∈
{3
,1

0
}

is
th

e
d
eg

re
e

o
f

fr
ee

d
o
m

a
n
d
σ

=
0
.1

is
a

sc
a
le

p
a
ra

m
et

er
.

17


