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Abstract

Eliciting all the components of prospect theory –curvature of the utility function,
weighting function and loss aversion– remains an open empirical challenge. We develop a
semi-parametric method that keeps the tractability of parametric methods while providing
more precise estimates. Using the data of Tversky and Kahneman (1992), we revisit
their main parametric results. We reject the convexity of the utility function in the loss
domain, find lower probability weighting, and confirm loss aversion. We also report that
the probability weighting function does not exhibit duality and equality across domains,
in line with cumulative prospect theory and in contrast with original prospect and rank
dependent utility theories.
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1 Introduction

There is now a large body of empirical evidence showing systematic violations of expected
utility theory (EUT; see Starmer, 2000, for a review). The original version of Prospect Theory
(OPT; see Kahneman and Tversky, 1979, henceforth KT79) and its subsequent refinements,
most notably Cumulative Prospect Theory (CPT; see Tversky and Kahneman, 1992, henceforth
KT92), explain these empirical violations by introducing probability distortions (Bleichrodt and
Pinto, 2000) and loss aversion (Wakker, 2010). Classical methods for eliciting risk attitudes
(such as Holt and Laury, 2002) cannot account for these violations because they rely on EUT.
New approaches have thus been proposed that build on CPT instead of EUT (Abdellaoui
et al., 2008, henceforth ABL). Our focus here is on comprehensive methods that allow for an
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estimation of all three components of individual risk and ambiguity attitudes: utility function,
loss aversion and weighting function. These methods fall into three broad categories: parametric
(parametric forms for utility and probability weighting functions), semi-parametric (parametric
form for the utility function but not for the probability weighting function) and non-parametric
(no parametric form on either function).

Parametric methods have four desirable properties that make them a popular choice in ap-
plied research (ABL). First, they are tractable because risk attitudes can be easily estimated
through standard econometric tools such as ordinary and nonlinear least squares (Abdellaoui
et al., 2007b). Second, they are efficient because they require relatively few individual observa-
tions, thus facilitating data collection (ABL).1 Third, they are easy (not cognitively demand-
ing) for subjects to comprehend since they are based on simple choices (ABL). Finally, they are
error-robust because they account for the fact that subjects can make mistakes by including
error terms in the statistical estimations (TK92; ABL; Fehr-Duda et al., 2006; Gonzalez and
Wu, 1999, henceforth GW99).

These virtues, however, come with costs. First, the estimation results are sensitive to the
choice of the functional forms for the utility and probability weighting functions (Abdellaoui,
2000).2 Second, parametric methods only provide an overall measure of the goodness of fit of
the model, rather than separate measures for each of the components of the model such as the
utility and the probability weighting functions (see GW99).

None of the existing comprehensive methods, whether non-parametric or semi-parametric,
possess the four desirable properties of parametric methods.3 Our goal is to fill this gap in the
literature by developing a comprehensive semi-parametric method that possesses these desirable
properties. Our method also comes with additional advantages. Since it does not require any
specific conditions on the event space, it can be applied to various real-life uncertainty situations
(Baillon et al., 2018; Van De Kuilen and Wakker, 2011). In addition, although we introduce our
method under CPT, it can also be implemented under OPT and alternative theories such as rank
dependent utility theory (henceforth RDU; see Quiggin, 1982; Gilboa, 1987; Schmeidler, 1989).
It also circumvents important methodological issues previously raised in the literature, such
as the arbitrary measurement of loss aversion (Wakker, 2010). Finally, from an experimental
standpoint, our method allows for controlling the lower and the upper bound of indifferences
values, thus facilitating the elicitation of risk attitudes. Indifference values can thus be elicited
on a bounded interval in which case the implementation of the method relies on simpler choices
relative to the case in which the interval is unbounded (Abdellaoui et al., 2007a; Wakker and
Deneffe, 1996). In particular, our method can be implemented using the standard “switching
outcome” procedure for eliciting certainty equivalents (GW99; Holt and Laury, 2002).4

This paper proceeds as follows. Section 2 outlines the existing semi-parametric and non-
parametric methods. Section 3 presents our elicitation method under cumulative prospect
theory. Section 4 provides an application of the method. We discuss our findings in Section 5.
Section 6 concludes.

1Note that here the term efficiency only relates to the physical resources (such as time and money) used for
data collection, and not the statistical properties (i.e., minimal variance) of a parametric estimator.

2For a review of parametric assumptions underlying standard structural estimations techniques, see Harrison
and Rutström (2008, 2009)

3ABL can be considered as a notable exception (see Section 2 for a review). However, their estimation of
the probability weighting function is restricted to only one specific probability weight. In contrast, our method
allows for estimating the probability weighting function over any set of probabilities.

4The switching outcome procedure allows for inferring indifference values through a list of equally spaced
certain outcomes ranging from the lower bound of the indifference value to the upper bound of the indifference
value. This procedure requires knowing the upper and lower bounds of indifferences values (Booij and Van de
Kuilen, 2009).
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2 Existing semi-parametric and non-parametric meth-

ods

In this section, we review the existing semi- and non-parametric methods of eliciting risk at-
titudes under CPT. Table 1 provides an overview of these methods along the four desirable
properties of parametric methods (tractability, efficiency, easiness, error-robustness) as well as
comprehensiveness.

These methods typically use the tradeoff approach of Wakker and Deneffe (1996) in three
steps.5 The popularity of the tradeoff method is mostly due to the fact that the elicitation of
the utility function is robust to probability distortions. In the first step, the tradeoff method
estimates the utility function by eliciting a sequence of outcomes (x0, x1, x2, ..., xn) which are
equally spaced in terms of utility: u(xi)− u(xi−1) = constant for i = 1, 2, ..., n. In the second
step, the utility function obtained in the first step is used to estimate the weighting function.
If the utility function in the gain and loss domains is elicited on the same scale (Abdellaoui
et al., 2007a, 2016), the loss aversion can then be inferred in a third step. The tradeoff method
is not error-robust because it assumes that the first-step values (x1, x2, ..., xn) are elicited with-
out errors. This assumption is particularly restrictive because the elicitation of these values
is subject to error propagation. Indeed, in the first step of the tradeoff method, any error
arising in the elicitation of a given value (xi) will hinder the estimation of subsequent values
(xi+1, ..., xn).6 It follows that semi-parametric and non-parametric elicitation techniques that
rely on the tradeoff method are not error-robust (see Table 1). Moreover, ABL note that the
complexity of the elicitation procedure makes the tradeoff method cognitively demanding.7

In the literature, three notable exceptions use alternative elicitation procedures to the trade-
off method (GW99; ABL; Abdellaoui et al., 2011a).8 However, GW99 is not a comprehensive
method because it does not elicit loss aversion. In addition, Van De Kuilen and Wakker (2011)
point to the lack of tractability and efficiency of this method. The semi-parametric method
of ABL, in turn, satisfies the four appealing properties of parametric methods and allows
researchers to assess the goodness of fit of the functional form used to estimate the utility
function. Yet, ABL is not a comprehensive method because it estimates a specific probability
weight instead of the whole range. Achieving comprehensiveness by including an additional
step to estimate the probability weighting function, as in Abdellaoui et al. (2011a), comes at
the cost of potentially multiplying response errors (Etchart-Vincent, 2004).

5See Abdellaoui (2000); Bleichrodt and Pinto (2000); Etchart-Vincent (2004, 2009a); Van De Kuilen and
Wakker (2011); Booij and Van de Kuilen (2009); Abdellaoui et al. (2007a, 2016); Attema et al. (2018); Bleichrodt
et al. (2018).

6Another issue with the standard tradeoff method is strategic responding (Harrison and Rutström, 2008;
Abdellaoui et al., 2020). For the sake of illustration, suppose that the researcher is looking for outcomes x1
and x2 by eliciting a pair of chained indifference values x1 and x2 such that (x1, $1; 0.5, 0.5) ∼ ($10, $5; 0.5, 0.5)
and (x2, $1; 0.5, 0.5) ∼ (x1, $5; 0.5, 0.5). One of these four lotteries is picked at random for payoff at the
end of the experiment. Hence, the decision-making problem boils down to calibrating the following lottery:
R(x1, x2) = ($1, $5, $10, x1, x2; 1/4, 1/4, 1/8, 1/4, 1/8). This, in turn, provides incentives to overstate the values
of x1 and x2, since x∗1 > x1 and x∗2 > x2 yields a lottery R(x∗1, x

∗
2) that first-order stochastically dominates

R(x1, x2). Recently, Johnson et al. (2019) have developed a new mechanism, called PRINCE, that alleviates the
issue by ex ante fixing the real choice situation that will be used to pay the subject at the end of the experiment.

7In the tradeoff method subjects always compare two binary lotteries, while methods that elicit certainty
equivalents ask subjects to compare a certain amount with a binary lottery. Thus, the tradeoff method requires
processing more information and is thus considered to be more cognitively demanding.

8Related method to Abdellaoui et al. (2011a) is the source method of Abdellaoui et al. (2011c) that allows to
elicit the source function and utility function under biseparable preference model of Ghirardato and Marinacci
(2001) with additional assumption that decision maker can assign subjective probabilities (i.e., beliefs) to events
even when he doesn’t maximize subjective expected utility. Another exception is the method of Bertani et al.
(2019) to approximate probability weighting function. This method is very restrictive since it is valid only for
dual theory of Yaari (1987) where utility is assumed to be linear.
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In addition, the approach used in both ABL and Abdellaoui et al. (2011a) suffers from
two caveats when it comes to measuring loss aversion. First, estimating the utility function
separately in the gain and loss domains makes it impossible to impose partial reflection (i.e.,
identical utility curvature in the gain and loss domains) which is often required to circumvent
the arbitrary measurement of loss aversion. Indeed, Wakker (2010, pp. 267-270)9 shows that,
when using power utility function, one can obtain any loss aversion parameter by rescaling
the data when partial reflection is not imposed.10 By allowing for a joint estimation of the
utility function in both domains, our method allows the researcher to test and impose partial
refection whenever needed.11 Second, unlike our method, the approach of ABL and Abdellaoui
et al. (2011a) does not constrain the lower and upper bounds of indifferences values when
measuring loss aversion. This, in turn, precludes the use of the standard switching outcome
procedure (Booij and Van de Kuilen, 2009) and makes the elicitation procedure more cognitively
demanding (Abdellaoui et al., 2007a; Wakker and Deneffe, 1996).

3 Method

3.1 Notations

Consider a binary lottery L = (x, y; p, 1−p) yielding outcome x with probability p and outcome
y with probability 1− p, both outcomes being real numbers.12 For notational convenience, let
x > y ≥ 0 (x < y ≤ 0) for non-mixed prospects involving only gains (losses). For mixed
prospects (i.e., involving both gains and losses), outcomes are denoted with an asterisk and
y∗ < 0 < x∗. % is a preference relation over prospects with � (∼) denoting strict preference
(indifference). Preferences are represented by CPT with a probability weighting function wi

and a value function v as defined in equation (1) for non-mixed prospects and in equation (2)
for the mixed ones:

CPT (L) = (v(x)− v(y))wi(p) + v(y) (1)

CPT (L) = w+(p)v(x) + w−(1− p)v(y) (2)

where wi and v are both continuous, strictly increasing and satisfying v(0) = 0, wi(0) = 0
and wi(1) = 1, and i =“+” (i =“−”) stands for the gain (loss) domain.13

Following the seminal study by TK92, as well as the subsequent developments in Köbberling
and Wakker (2005) and ABL, we assume that the value function v(.) is composed of the loss

9For the sake of illustration, consider a value function v(x) = xα and v(x) = −λ(−x)β in the gain and loss
domains, respectively. α and β are the curvature parameters of power utility functions and λ is the loss aversion
parameter. An initial database in which all outcomes are expressed in euros yields the estimated parameters
(α1, β1, λ1). Now, suppose that we express the same data in another currency (e.g., dollars) by multiplying all
outcomes in the database by an exchange rate µ > 0. Estimating parameters using this transformed dataset
now yields (α1, β1, λ1×µα1−β1). Hence, the estimated value of loss aversion depends on the unit (e.g., currency)
in which the outcomes is expressed unless partial reflection (i.e., α = β) holds.

10This issue also applies to the parametric methods in TK92 and Fehr-Duda et al. (2006) which estimate the
utility function in the gain and loss domains in two separate steps. Other parametric methods do not suffer
from this problem (Harrison and Rutström, 2008; Post et al., 2008; Tanaka et al., 2010).

11As a result of this one-step procedure, our method also allows the researcher to test whether the probability
weighting functions are the same in the gain and loss domains. It also allows for testing the duality of the
probability weighting function under RDU.

12This notation is related to decision under risk. In the case of decisions under uncertainty, one would simply
replace p and 1 − p by E and Ec respectively. E denotes an event in a state space Ω and Ec denotes its
complement in Ω. In that case, L = (x, y;E,Ec) is a binary prospect that gives outcome x if E occurs, and y
otherwise.

13CPT makes no explicit link between weighting functions w+(.) and w−(.) which makes it more general than
OPT in which w+(p) = w−(p), or RDU that includes the duality condition w+(p) = 1− w−(1− p).
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Table 1: Summary of literature review on semi-parametric and non-parametric methods

Method or Tractable Efficient Easy Error-robust Comprehensive
combination of methods

Non-parametric methods based on tradeoff method

Abdellaoui et al. (2007a) Yes Yes No No No
and Abdellaoui (2000) (only risk)
Abdellaoui et al. (2016)
Bleichrodt et al. (2018) Yes Yes No No Yes
and Attema et al. (2018)
Van De Kuilen and Wakker (2011) Yes Yes No No No

(only w)
Semi-parametric methods based on tradeoff method

Etchart-Vincent (2004, 2009a) Yes Yes No No No
(only u and w)

Bleichrodt and Pinto (2000) Yes Yes No No No
(only u and w)

Chai and Ngai (2020) Yes Yes No No No
(only w)

Non-parametric method not based on tradeoff method

GW99 No No Yes Yes No
(only u and w)

Semi-parametric methods not based on tradeoff method

ABL Yes Yes Yes Yes No
(only u and λ)

Abdellaoui et al. (2011a) Yes Yes Yes No Yes
This paper Yes Yes Yes Yes Yes
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aversion index λ > 0 which reflects the exchange rate between gain and loss utility units, and
the utility function u(.) that reflects the intrinsic value of outcomes:

v(x) =

{
u(x) if x ≥ 0

λu(x) if x < 0
(3)

3.2 Elicitation

We start by considering two standard utility functions that have been previously shown to
provide a good fit to experimental data: the power utility function (see, e.g., GW99; Stott,
2006) and the exponential utility function (see, e.g., Attema et al., 2013).14 Next, we detail the
steps for estimating the probability weighting function, the curvature of the utility function,
and the loss aversion index.

3.2.1 Utility function

As in Booij et al. (2010), we use the following notation for the power (4) and exponential (5)
utility functions:

u(x) = (1(x≥0) − 1(x<0)) |x|αp1(x≥0)+βp1(x<0) (4)

u(x) = (1(x≥0) − 1(x<0))
1− exp

(
(βe1(x<0) − αe1(x≥0))x

)
αe1(x≥0) + βe1(x<0)

(5)

where 1(.) refers to the indicator function. The important properties of these functions are
related to domain-specific curvature, loss aversion, and partial reflection, and can be summa-
rized as follows. For gains (losses), the power function in (4) is concave if αp < 1 (βp > 1),
linear if αp = 1 (βp = 1), and convex if αp > 1 (βp < 1). For gains (losses), the exponential
function in (5) is concave if αe > 0 (βe < 0), linear if αe −→ 0 (βe −→ 0), and convex if αe < 0
(βe > 0). Furthermore, the two functions imply two different definitions of loss aversion. For

(4), the loss aversion index is λ = −v(−$1)
v($1)

which corresponds to the standard definition in

TK92. For (5), the loss aversion index is given by the definition in Köbberling and Wakker

(2005), that is λ =
v′↑(0)

v′↓(0)
with v′↑(0) and v′↓(0) representing the left and right derivatives of the

value function at the reference point.15 Finally, partial reflection corresponds to αp = βp and
αe = βe in (4) and (5).

3.2.2 Estimating probability weighting functions and utility curvature

The first step of our estimation procedure consists of three parts. First, we select the set
of probabilities {pk : k = 1, 2, ..., K} for which weights are estimated in the gain and loss
domains, with pk < pk+1. For any pk, its complement 1 − pk must also be included in the set
of probabilities, so that pK−k+1 = 1− pk for k = 1, 2, ..., K. Then, in a given domain one elicits
(at least) two certainty equivalents for each probability pk:

ceij,k ∼ (xij,k, y
i
j,k; pk, 1− pk) , j = 1, 2, ..., N i

k and N i
k ≥ 2 (6)

14Note, however, that our method is compatible with any utility function.
15Regardless of the exact definition, it is always the case that loss aversion (loss seeking) corresponds to

λ > 1(λ < 1), whereas λ = 1 captures loss neutrality.
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where N i
k stands for the number of certainty equivalents for pk in domain i ∈ {“+”;“−” },

and xij,k and yij,k are outcomes such that x+j,k > y+j,k ≥ 0 and x−j,k < y−j,k ≤ 0.16

Thus, in total one needs to elicit N+ =
∑K

k=1N
+
k ≥ 2×K certainty equivalents in the gain

domain and N− =
∑K

k=1N
−
k ≥ 2 ×K certainty equivalents in the loss domain. For invertible

u and using (1) and (3), these certainty equivalents satisfy the following condition:

ceij,k = u−1
[(
u(xij,k)− u(yij,k)

)
wi(pk) + u(yij,k)

]
(7)

Let ce,x and y be column vectors containing all the realizations of ceij,k, x
i
j,k and yij,k,

respectively. Any column vector z ∈ {ce,x,y} is constructed as follows:

z =



z+1
z+2
.
.
.
z+K
z−1
z−2
.
.
.
z−K



with z+k =



zi1,k
zi2,k
.
.
.

zi
N i
k,k

 , i ∈ {“ + ”; “− ”} and k = 1, 2, ..., K

As in Hey et al. (2009) and ABL, we assume that certainty equivalents are observed with
additive and normally distributed response error e. Thus, the empirical counterpart of (7) is
given by:

cel = u−1

[
(u(xl)− u(yl))×

(
K∑
k=1

(δ+kD
+
l + δ−kD

−
l )Ikl

)
+ u(yl)

]
+ el (8)

where Ik is a dummy variable set to 1 if the probability equals pk and 0 otherwise, D+ (D−)
is a dummy variable set to 1 for positive (negative) certainty equivalent and 0 otherwise, and
l is the lth line in ce, x, y and Ik. Probability weights correspond to:17

w+(pk) = δ+k and w−(pk) = δ−k for k = 1, .., K (9)

Note that u−1 in (8) should be written in the full domain. To do that, one can first write
u in the full domain using indicator functions as in (4) and (5), and u−1 can be derived using
standard algebra. Finally, the parameters in (8) can be estimated as long as one provides a
functional form for u (and thus for u−1), such as (4) or (5).18

16Note that having the same outcomes for each probability (xij,k = xij and yij,k = yij for all k) allows for an
immediate test of the monotonicity of preferences by checking if certainty equivalents increase with probabilities
for given pairs of outcomes (xij , y

i
j). This choice of outcomes could also reduce the cognitive burden of the task.

17Take a probability ps for s ∈ 1, 2, ...,K. Isl equals 1 for any observation l that involves ps, and all the

other probability dummy variables Icl for c 6= s are set to 0. In that case, we have
∑K
k=1(δ+kD

+
l + δ−k D

−
l )Ikj =

δ+s D
+
l + δ−s D

−
l . In the gain domain, the dummy variable D+

l equals 1 while D−
l equals 0 so that we get∑K

k=1(δ+kD
+
l + δ−k D

−
l )Ikj = δ+s D

+
l + δ−s D

−
l = δ+s . Hence, w+(pk) = δ+k in (8) for k = 1, 2, ...,K. Analogously,

w−(pk) = δ−k in (8) for k = 1, 2, ...,K.
18One can choose the functional form that best performs in terms of goodness of fit and information criteria

(e.g. Hey and Orme, 1994; Fehr-Duda et al., 2006; Stott, 2006).
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To estimate equation 8, we use the nonlinear least squares (NLS) method which is standard
in this literature (e.g. TK92; ABL; GW99; Attema et al., 2013, 2016).19

Inserting these elements into (8), one obtains the following certainty equivalent equations
for power (10) and exponential (11) utility functions:

cel = (D
+
l −D

−
l )

(|xl|αpD+
l

+βpD
−
l − |yl|

αpD
+
l

+βpD
−
l

) K∑
k=1

(δ
+
k D

+
l + δ

−
k D

−
l )I

k
l

 + |yl|
αpD

+
l

+βpD
−
l

 1

αpD
+
l

+βpD
−
l + el (10)

cel =

ln

(exp((βeD−
l
− αeD+

l
)xl)− exp((βeD

−
l
− αeD+

l
)yl)

) K∑
k=1

(δ
+
k D

+
l + δ

−
k D

−
l )I

k
l

 + exp((βeD
−
l
− αeD+

l
)yl)


βeD

−
l
− αeD+

l

+ el (11)

3.2.3 Estimating loss aversion

As a second step, we measure the loss aversion index λ as defined in (3) based on the estimates
of the utility function and the probability weights as outlined in Section 3.2.2. Following
Abdellaoui et al. (2007a), the estimation of the loss aversion index can be done using a set of
K indifference relationships that involve mixed binary prospects:

ce∗k ∼ (x∗k, y
∗
k; pk, 1− pk) , k = 1, 2, ..., K (12)

with y∗k < 0 < x∗k. Under CPT, these indifferences imply that:

ce∗k = v−1
[
w+(pk)v(x∗k) + w−(1− pk)v(y∗k)

]
(13)

Because ce∗k belongs to the interval (y∗k, x
∗
k), it could either be a gain or a loss. Also, note that

for each k both w+(pk) and w−(1− pk) are known since they have been elicited in the previous
step. Echoing our previous notation, let ce∗, x∗ and y∗ contain the realizations of ce∗k, x

∗
k and

y∗k. In addition, denote by δ+ and δ− the column vectors such that δ+
′ ≡ (δ+1 , δ

+
2 , ..., δ

+
K) and

δ−
′ ≡ (δ−1 , δ

−
2 , ..., δ

−
K) = (δ−K , δ

−
K−1, ..., δ

−
1 ).20 Assuming that certainty equivalents are observed

with an additive and normally distributed response error term (ek), the empirical counterpart
of equation (13) then becomes:

ce∗k = v−1
[
δ+k v(x∗k) + δ−k v(y∗k)

]
+ ek (14)

v−1 in (14) can be derived similarly to u−1 in (8). Then, the respective certainty equivalent
equations for power and exponential utility functions become:

ce∗k = (D+
k −D

−
k )

[
δ+k (x∗k)

αp − λδ−k (−y∗k)βp
D+

k − λD
+
k

] 1

αpD
+
k

+βpD
−
k

+ ek (15)

ce∗k =
ln
[
1− αeD

+
k +βeD

−
k

D+
k −λD

−
k

(
δ+k

(
1−exp(−αex∗k)

αe

)
− λδ−k

(
1−exp(βey∗k)

βe

))]
βeD

−
k − αeD

+
k

+ ek (16)

Using the values of the probability weights and the parameters of u(.) from the first step, we
can estimate (15) or (16) by NLS to obtain λ.

19We also note that some studies used maximum likelihood estimator (see Fehr-Duda et al., 2006; Hey
et al., 2009). Although the latter method has appealing asymptotic properties (including efficiency), it requires
more stringent distributional assumptions as well as large samples. Under the usual assumption of normally
distributed response errors, MLE and NLS will yield the same point estimates of risk attitudes in equation (8)
since they both rely of the same first order conditions, and MLE yields lower standard errors than NLS (in line
with the aforementioned efficiency argument). Importantly, all the statistical results reported in section 4 that
are based on the NLS procedure also hold under MLE.

20We used underscore just to change subscript in loss domain : δ−k ≡ δ
−
K−k+1 = w−(1−pk) for k = 1, 2, ...,K.
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3.2.4 Key properties of our method

Comparison with ABL. We refine and extend the method previously proposed by ABL in
several ways.

First, unlike ABL, we can estimate multiple probability weights and thus elicit the shape
of the probability weighting function.

Second, our method uses a single step to estimate the probability weights and the utility
function in the full domain, whereas ABL propose a two-step procedure. This feature of our
method allows for testing several important restrictions (partial reflection, identical probability
weighting functions across domains, and duality) as well as imposing these restrictions whenever
necessary.

Imposing partial reflection helps avoid the problem of arbitrary measurement of loss aversion
with power utility functions, as raised by Wakker (2010). Testing for identical probability
weighting functions across domains (i.e., w+(pk) = w−(pk) for all k) allows us to test for a key
assumption of OPT. In addition, this assumption must also be made under CPT whenever loss
aversion is present and preferences are homogenous (Al-Nowaihi et al., 2008).21 Our method
allows for testing and imposing duality (i.e., w+(pk) = 1−w−(1− pk) for all k).22 By allowing
for testing and imposing duality as well as identical probability weighting across domains, our
method can be applied under RDU (Quiggin, 1982; Gilboa, 1987; Schmeidler, 1989) and OPT
(KT79). This is not possible using existing parametric, semi-parametric, or non-parametric
methods.

Third, certainty equivalents for mixed prospects are obtained using a different procedure
than the one proposed by ABL. In ABL, subjects are asked to provide a loss amount L∗ for
which they are indifferent between the status-quo (0) and a binary lottery (G∗, L∗; pg, 1 − pg)
where G∗ is a fixed gain and L∗ ∈ (−∞, 0] is a loss. In this elicitation procedure, the researcher
does not know the lower bound of the loss interval. By contrast, equation (12) keeps track of the
upper and lower bounds of the loss interval because ce∗k belongs to (y∗k, x

∗
k). This is an appealing

property of our method for two reasons. First, asking subjects to provide indifference values
on unbounded intervals can be cognitively demanding (Abdellaoui et al., 2007a; Wakker and
Deneffe, 1996). This may lead to errors that potentially inflate the estimates of loss aversion, as
reported by ABL (see Table 11, pp. 263-264). Second, eliciting indifference values on bounded
intervals allows us to use standard switching outcome procedure (Booij and Van de Kuilen,
2009).

Comparison to standard parametric methods. Our method retains all the appealing
properties of parametric methods. First, it is as efficient as parametric methods because, for
K probability weights to be elicited, the smallest number of certainty equivalents required to
measure all the three components of risk attitudes in the full domain is 5K (i.e., 2K certainty
equivalents in the gain domain, 2K in the loss domain and K for mixed lotteries). Second,
we use simple questions (comparisons of certain outcomes and binary lotteries) so that the
method is not cognitively demanding for subjects. Third, our method is tractable because we
can measure risk attitudes using standard regression techniques (i.e., nonlinear least squares).
Fourth, our estimation method accounts for response errors.

In parametric methods, it is key to assess the validity of the functional forms used for
the probability weighting and utility functions. However, parametric methods do not allow
the researcher to separately assess the goodness of fit of each of these functions (GW99). In
contrast, our semi-parametric method does not make any parametric assumption regarding

21Homogeneity of preferences holds whenever multiplying all the payoffs of a non-mixed lottery by a positive
constant c also leads the certainty equivalent of the lottery to be multiplied by c.

22As pointed out by Abdellaoui (2000, pp. 1509-1510), testing for duality with parametric methods and non-
parametric methods based on the tradeoff approach requires using the specific probability weighting function
of Goldstein and Einhorn (1987) and Lattimore et al. (1992).
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the probability weighting function and allows the researcher to evaluate the goodness of fit
of the utility function separately. Thus, one can select the utility function with the best fit,
further improving the accuracy of the elicitation of risk attitudes of the semi-parametric method
compared to the non-parametric one.

Applicability to unknown probabilities. Our method is also directly applicable to
cases of uncertainty where probabilities are unknown. It does not require setting any specific
conditions on the event space, and hence can be applied to real-life uncertainty situations
(Baillon et al., 2018).23 Extending our method to the case of uncertainty can thus be done by
simply replacing probability dummy variables by event dummy variables in equations (8) and
(14).

4 Application

We apply our method to the data of TK92 who collected 64 indifference values from each of
their 25 subjects. TK92 provided parametric estimates for each subject and then reported
median values across subjects. The aim of this application is to compare the elicitation results
of risk attitudes using the parametric method of TK92 with our method. We use 62 of the 64
median indifference values in TK92 to the two methods.24

4.1 Curvature of the utility function for gains and losses

In Table 2, we report our parametric and semi-parametric estimations of the CPT components of
the value function (curvature in each domain and loss aversion) for two parametric specifications
of the utility function (power and exponential).25 All statistical tests in the paper are two-
sided.26

Power utility function. Our semi-parametric estimations suggest that the utility function
is concave in the gain domain since the point estimate of αp = 0.904 is significantly lower than
one (p − value = 0.043). In the loss domain, the estimated value of βp = 1.069 points to the
concavity of the utility function, which is in line with the findings of ABL, Attema et al. (2013)
and Etchart-Vincent and l’Haridon (2011). However, in statistical terms we cannot reject the
null hypothesis that βp equals one, pointing to the linearity of the utility function in the loss
domain (p − value = 0.262). By contrast, parametric estimations imply a concave utility
function in the gain domain (αp = 0.839, p− value < 0.001) and a convex function in the loss
domain (βp = 0.906, p − value = 0.003). Furthermore, based on our semi-parametric method,
we reject the null hypothesis of partial reflection (αp = βp, p−value = 0.036) whereas this is not
the case for the parametric method (p − value = 0.110). To avoid arbitrary measurements of
loss aversion under power utility function, partial reflection should, however, be imposed (e.g.
Harrison and Rutström, 2008; Post et al., 2008; Tanaka et al., 2010). When imposing partial
reflection, our semi-parametric method yields αp = βp = 0.976. In purely descriptive terms,
this is consistent with the standard finding of the S-shaped value function (concavity in the gain
domain and convexity in the loss domain). However, we cannot reject the linearity hypothesis

23Previous methods require that the universal event is an interval of real numbers (e.g. temperature in a
town) which is most suitable to deal with artificial uncertainty situations that can be created in the laboratory
(Van De Kuilen and Wakker, 2011).

24The two excluded indifference values correspond to problems 7 and 8 in Table 6 of TK92. These indifference
values are not compatible with our method since they involve comparing two binary lotteries in the gain domain,
while equation (8) requires information about the certainty equivalent.

25Detailed results for the semi-parametric method are reported in Appendix A1.2. In addition, Appendix
A1.4 outlines the estimation procedure and the results for the parametric method.

26We use t-test to test whether a coefficient is equal to a specific value and whether the difference between
two coefficients is significant. We use F-test to test joint hypotheses on coefficient values.
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(αp = βp = 1, p−value = 0.531). With the parametric method, imposing partial reflection leads
to αp = βp = 0.872 which is significantly different from 1 (p − value < 0.001). Interestingly,
this parametric measurement on median data of utility curvature closely corresponds to the
median result on individual data (0.88) reported by TK92.27

Exponential utility function. Our semi-parametric method leads to the following esti-
mates in the gain and loss domains: αe = 0.00158 and βe = −0.00154. These values suggest
concavity of utility in both the gain and loss domains. However, we cannot reject the null
hypothesis of linearity in both the gain domain (αe = 0, p − value = 0.161) and in the loss
domain (βe = 0, p − value = 0.187). The joint hypothesis of linearity of utility in full domain
(αe = βe = 0) cannot be rejected (p − value = 0.1604). In contrast, the parametric method
implies concavity in the gain domain (αe = 0.00168, p − value = 0.013) and convexity in the
loss domain (βe = 0.00155, p− value = 0.030). Partial reflection (αe = βe) cannot be rejected
(p− value = 0.898).

Table 2: Summary of estimation results of the utility function and of loss aversion

Power utility Exponential utility
No constrain Constrain αp = βp

Our semi-parametric measurements on median data†

Utility parameter (Gain) 0.904 0.976 0.00158
Utility parameter (Loss) 1.069 0.976 -0.00154
Loss aversion λ 0.884 1.751 1.679
AIC criterion? 281 287 283

Parametric measurements on median data
Utility parameter (Gain) 0.839 0.872 0.00168
Utility parameter (Loss) 0.906 0.872 0.00155
Loss aversion λ 1.256 1.730 1.774
AIC criterion? 318 318 337

Median individual estimates reported by TK92‡

Utility parameter (Gain) 0.88
Utility parameter (Loss) 0.88
Loss aversion λ 2.25
† TK92 collected 64 indifference values from each of the 25 subjects they have in the experiment.

For each of the 64 indifference values, they reported the median value. We used 62 median values

in TK92 to perform our semi-parametric method and parametric method.
‡ TK92 estimated αp, βp, λ and the parameters of the probability weighting function for each

subject and then reported the median value for each estimate.
? AIC stands for Akaike Information Criterion

4.2 Loss aversion

4.2.1 Our semi-parametric method

Under the power utility function and without imposing partial reflection, our semi-parametric
method estimates the loss aversion index to be λ = 0.884. This would mean that the median
subject exhibits loss seeking instead of loss aversion. However, this estimated loss aversion
is subject to the problem of arbitrary measurement (Wakker, 2010; Köbberling and Wakker,
2005). We circumvent this issue by imposing partial reflection (e.g. Harrison and Rutström,

27TK92 do not impose partial reflection for each of the 25 subjects, but they found that the median estimates
of utility curvature are the same across domains (e.g. Wakker, 2010, pp. 270)).
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2008; Post et al., 2008; Tanaka et al., 2010) and find λ = 1.751 which points to the presence of
loss aversion. In the same vein, for the exponential utility specification we find λ = 1.679.

4.2.2 Parametric method of TK92

Using the power utility function without imposing partial reflection, the loss aversion index
is λ = 1.256, suggesting (mild) loss aversion. Imposing partial reflection yields λ = 1.730 in
line with the presence of loss aversion. Using the exponential utility specification, we estimate
λ = 1.774 which also confirms that subjects exhibit loss aversion. These parametric estimates of
loss aversion are lower than the median estimate previously reported by TK92. However, their
median loss aversion index of 2.25 should be taken with a grain of salt because partial reflection
would not be expected to hold for all 25 individual estimates (e.g. Wakker, 2010, pp. 270).
Consequently, loss aversion is likely to have been arbitrarily measured for some individuals. We
thus maintain 1.73 as the point estimate of loss aversion index for the parametric method.

4.3 Probability weighting function

4.3.1 Our semi-parametric method

The AIC values reported in Table 2 suggest that the best fitting specification of the utility
function is for the power utility function without the constraint of partial reflection.28 Figure
1 presents the estimates of the probability weighting function across domains under this spec-
ification (labelled Semi-para).29 We obtain overweighting for p ∈ (0, 0.25] and underweighting
for p ∈ (0.25, 1) in the gain domain. Furthermore, probabilistic risk neutrality w+(p) = p is
rejected for all probabilities (all p− values < 0.05) except for 0.1 and 0.25. We reject the joint
hypothesis of linearity of the probability weighting function over the whole range of probabili-
ties in the gain domain (p− value < 0.001). In the loss domain, the linearity of the probability
weighting function (w−(p) = p) is rejected for all probabilities (p − values < 0.05) except for
0.1. We observe overweighting for p ∈ (0, 0.1) and underweighting for p ∈ (0.1, 1). We also
reject the joint hypothesis of linearity of the probability weighting function over the whole range
of probabilities in the loss domain (p− value < 0.001).

The equality of probability weights w+(pk) = w−(pk) across domains is rejected for proba-
bilities 0.05, 0.25 and 0.90 (all p− values < 0.01) but cannot be rejected for probabilities 0.01,
0.1, 0.5, 0.75, 0.95 and 0.99 (all p − values > 0.079). The joint hypothesis of the equality of
probability weights over all probabilities is rejected (p− value < 0.001).

Duality w+(pk) = 1 − w−(1 − pk) is rejected for all probabilities (all p − values < 0.001)
except for 0.01 and 0.05 (all p − values > 0.119). The joint hypothesis of duality over all
probabilities is rejected (p− value < 0.001).

We report the estimates of the probability weighting function under the constraints of iden-
tical probability weightings and duality in Appendix A1.3. Using AIC as a goodness of fit
measure, we find that specification based on CPT (i.e., different probability weighting across
domains) outperforms OPT (i.e, identical probability weighting) and RDU (i.e., duality as-
sumption), while OPT outperforms RDU. This result echoes the observation of TK92 (p. 312)
that both w+(0.5) and w−(0.5) are estimated to be less than 0.5, which contradicts duality but
not identical probability weighting for p = 0.5.

28Using AIC as a goodness of fit measure is commonplace in the literature. See, inter alia, Fehr-Duda et al.
(2006); Stott (2006); Hey and Orme (1994).

29See Appendix A1.2 for alternative estimates of the probability weighting function under the exponential
utility function and the power utility function with partial reflection. The results remain robust under different
specifications of u.
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Figure 1: Semi-parametric and parametric measurements of the probability weighting function
(TK92, median data)†

† Semi-para : semi-parametric method with power utility function without partial reflection constraint;
Parametric: parametric method with power utility function and partial reflection constraint; TK92:
parametric measurement reported by TK92

4.3.2 Parametric method of TK92

We now turn to discussing the remaining content presented in Figure 1: probability weighting
functions of the parametric method estimated using median data (labelled Parametric), and
the median results of TK92 which are based on individual data (labelled TK92). Since partial
reflection cannot be rejected under parametric method (see subsection 4.1), herein we focus on
the probability weighting functions based on power utility with partial reflection constraint. In
Appendix A1.4, we also provide the estimates for the power utility without partial reflection
constraint and for the exponential utility function. The probability weighting function used in
the parametric method of TK92 is as follows:

wi(p) =
p(γ1(i=+)+θ1(i=−))[

p(γ1(i=+)+θ1(i=−)) + (1− p)(γ1(i=+)+θ1(i=−))
] 1
γ1(i=+)+θ1(i=−)

The parameters of the probability weighting function are estimated at γ = 0.635 and
θ = 0.713. These parameters are significantly different from 1 (both p − values < 0.001),
which means that, notwithstanding the standard assumptions of EUT, subjects do not take
probabilities at face value. In the gain domain, we obtain overweighting for p ∈ (0, 1

3
), proba-

bility risk neutrality at p = 1
3

and underweighting for p ∈ (1
3
, 1). In the loss domain, we obtain

overweighting for p ∈ (0, 0.4), probability risk neutrality at p = 0.4 and underweighting for
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p ∈ (0.4, 1). In addition, the hypothesis γ = θ is rejected (p − value = 0.003), meaning that,
in contrast with OPT, the probability weighting functions differ in the gain and loss domains.
Our estimate of θ = 0.713 is not statistically different from the value θ = 0.690 reported by
TK92 (p− value = 0.1471). Our estimate of γ = 0.635 is, however, significantly different from
the value γ = 0.610 reported by TK92 (p − value = 0.032). Regarding duality, TK92 cannot
provide a complete test under their one-parameter (per domain) probability weighting function
(Abdellaoui, 2000, pp. 1509-1510).

On a final note, we compare our semi-parametric method estimates with the parametric
method used in TK92. Looking at AIC, we find that the goodness of fit of our semi-parametric
method under both the power utility (AIC = 281.929 without partial reflection constraint) and
the exponential utility specifications (AIC =283.986) substantially outperform the parametric
method of TK92 (AIC = 318.997 for power utility with partial reflection constraint and AIC
=337.134 for exponential utility).30 Hence, we conclude that our semi-parametric method fits
the data better than the parametric method.

5 Discussion

According to TK92, individual behavior under risk is characterized by the so-called ‘fourfold
pattern of risk attitudes’: (i) risk seeking (risk aversion) for small probabilities in the gain
(loss) domain and (ii) risk aversion (risk seeking) for intermediate and high probabilities in the
gain (loss) domain. TK92 stress that the fourfold pattern of risk attitudes is consistent with a
S-shaped utility function (i.e., concavity in the gain domain and convexity in the loss domain)
and an inverse S-shaped probability weighting function. They use parametric estimates to
corroborate these predictions. They also report evidence for partial reflection that has led
numerous researchers to adopt this assumption in various applications (see, e.g. Corgnet and
Hernan-Gonzalez, 2019; Dhami and Al-Nowaihi, 2007; Dhami, 2016, pp. 242-248). The previous
section outlines the main empirical findings of our semi-parametric method and compare them
with those obtained under the parametric method of TK92. Below, we discuss these findings
further in light of the existing literature.

5.1 The value function

Our result regarding the absence of convexity of the utility function in the loss domain also
contrasts with TK92. However, this finding is consistent with a number of previous studies
(ABL; Bruhin et al., 2010; Abdellaoui et al., 2011a; Attema et al., 2013, 2016; Kemel and
Mun, 2020). ABL, Attema et al. (2013, 2016), Abdellaoui et al. (2011a) and Kemel and Mun
(2020) use the semi-parametric method developed by ABL, whereas Bruhin et al. (2010) use
a parametric method with a power utility function and a two-parameter probability weighting
function as in Goldstein and Einhorn (1987). In contrast, studies based on the tradeoff method
have found support for the convexity of the utility function in the loss domain (Abdellaoui,
2000; Etchart-Vincent, 2004, 2009b; Abdellaoui et al., 2007a, 2013, 2016; Booij and Van de
Kuilen, 2009; Hajimoladarvish, 2017; Attema et al., 2018; Bleichrodt et al., 2018). To the best
of our knowledge, no studies based on the tradeoff method have yet reported concavity of the
utility function in the loss domain. Hence, the convexity of the utility function found by TK92
seems not to be robust to the choice of the estimation technique. More precisely, using different
probability weighting functions might explain differences in the estimates of the curvature of the
utility function. In Appendix A1.5, we show that using the two-parameter probability weighting

30In other words, the semi-parametric method minimizes information loss compared to the parametric method
with almost certainty.
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function of Goldstein and Einhorn (1987) instead of the one-parameter probability weighting
function of TK92 leads to a concave utility function in the loss domain. The sensitivity of
parametric results with respect to the specification of the probability weighting specification
has been previously highlighted by GW99 and Abdellaoui (2000). Unlike the specification of
the probability weighting function, we believe that differences regarding the specification of
the utility function do not account for the absence of concavity in the utility function in the
loss domain. In Appendix A2, we show that we can reproduce the non-parametric results of
GW99 using our semi-parametric method, thus highlighting that the specification of the utility
function does not seem to be a fundamental driver of our results. In addition, our findings hold
for both the power and exponential utility functions. From a theoretical standpoint, people who
exhibit a concave utility in the loss domain can still be risk seeking in the loss (Chateauneuf
and Cohen, 1994). Our estimation method thus allows for such a possibility.

The empirical evidence on partial reflection in the literature is mixed. Our rejection of
partial reflection is consistent with some studies (Abdellaoui et al., 2013, 2016; Attema et al.,
2013, 2016, ABL) but not others (e.g. Abdellaoui, 2000; Andersen et al., 2006; Abdellaoui et al.,
2007a; Harrison and Rutström, 2009; Booij and Van de Kuilen, 2009; Booij et al., 2010).

Finally, our estimate of the loss aversion index in the semi-parametric method is similar to
the one elicited with the parametric method on median data (λ ≈ 1.7). This value is lower than
the value of 2.25 corresponding to the median value of individual estimates in TK92. However,
it is close to the estimated value of 1.6 found both by Booij et al. (2010) who use structural
estimation techniques, and ABL on pooled data. It is also similar to the estimate reported by
Tom et al. (2007), Pennings and Smidts (2003), Booij and Van de Kuilen (2009) and Kemel
and Mun (2020): λ = 1.93, λ = 1.8, λ = 1.87 and λ = 1.31.

5.2 The probability weighting function

Our semi-parametric method complements the analysis in TK92 by assessing the duality con-
dition and the equality of the probability weighting function across domains over the whole
range of probabilities. We reject both duality (RDU, Quiggin, 1982; Gilboa, 1987; Schmeidler,
1989) and identical probability weighting functions across domains (OPT, Kahneman and Tver-
sky, 1979). Tests of duality and identical probability weightings that cover the whole range
of probabilities are scarce in the literature. Our findings echo Abdellaoui (2000) who reject
both duality condition and identical probability weighting functions across domains under risk.
However, under uncertainty, Abdellaoui et al. (2005) do not reject duality, although they do
reject identical weighting functions across domains. Importantly, our rejection of both duality
and identical probability weighting function provides support for CPT.

We also find a less elevated probability weighting function, regardless of the domain, as
compared to TK92. More surprisingly, we also find that the probability weighting function
crosses the 45◦ line in the loss domain at p = 0.1 which is far below the estimate of 0.4 in
TK92. Our crossing point estimate of p = 0.1 is in line with the results of Hajimoladarvish
(2017, p. 51) over small loss that are obtained with tradeoff method. However, our crossing
point estimate is below what is reported in other studies (e.g. Fehr-Duda et al., 2006; Abdellaoui,
2000; Bruhin et al., 2010; Booij et al., 2010).

6 Conclusion and future research

ABL and Abdellaoui et al. (2011b) deploy a semi-parametric method to elicit the utility function
and loss aversion. In this paper, we go one step further by developing a semi-parametric method
that elicits all dimensions of risk attitudes, including the whole range of probability weights.
In addition, our method can be applied to both risk and uncertainty. Importantly, it retains
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the four appealing properties of the parametric method that have been discussed at length in
the literature.

In the spirit of the work of Abdellaoui et al. (2011b), our semi-parametric method can also
be used to extend the popular elicitation technique of Holt and Laury (2002) to the case in
which probabilities are distorted. Future work will be dedicated to the formal development of
this practically relevant extension.
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Appendix

A1—Empirical data
A1.1—Data

a) Source

We use median data previously reported by TK92. They run a computerized experiment
with 25 graduate students from Berkeley and Stanford with no particular training in decision
theory. Each subject participates in three separate one-hour sessions organized several days
apart, and receives $25 for participation. We use all the median observations from non-mixed
prospects (see their Table 3) as well as the first six median observations from mixed prospects
(see their Table 6).

b) Procedure

The data are generated via the switching outcome procedure— in which indifference value
is inferred through a list of equally spaced certain outcomes, ranging from the admissible maxi-
mum indifference value to the admissible minimum indifference value. Note that an alternative
approach, the direct matching procedure— in which subjects are directly asked to provide
their indifference values— tends to produce more inconsistencies (Bostic et al., 1990; Booij and
Van de Kuilen, 2009). Internal consistency of the responses to each prospect is monitored by
the computer software to reduce response errors.

c) Data for the first step

The outcomes are expressed in US dollars. In Table 3 of TK92, there are 28 median values
of certainty equivalent for binary lotteries that involve 7 pairs of positive monetary outcomes
– (0, 50), (0, 100), (0, 200), (0, 400), (50, 100), (50, 150) and (100, 200), and 9 probabilities –
0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95 and 0.99 – of getting the higher outcome.

Also, in the same Table 3 of TK92 there are 28 median values of certainty equivalent for
binary lotteries that involve 7 pairs of negative monetary outcomes – (0, -50), (0, -100), (0,
-200), (0, -400), (-50, -100), (-50, -150) and (-100, -200), and the same list of 9 probabilities as
in the gain domain. These probabilities are now associated to losing the higher outcome.

As required by our method, at least two certainty equivalents for each of the nine proba-
bilities are available per domain so as to perform simultaneous measurement of utility function
and probability weighting function in the full domain.

c) Data for the second step

The outcomes are expressed in US dollars. In table 6 of TK92, there are 6 indifferences
that involves mixed prospects. The first four items consist in eliciting values of gains x to make
subjects indifferent between the mixed prospects (x, y; 0.5, 0.5) and 0. The values of y are -25,
-50, -100 and -150.

The two others indifferences consist in eliciting gains x that make subjects indifferent be-
tween two mixed prospects (x, y; 0.5, 0.5) and (z, w; 0.5, 0.5). The triplets (y, z, w) take the
values of either (-50,50,-20) or (-125,150,-50). Note that here the experimenter has no control
on the maximum level of x which may hinder the use of switching outcome procedure to find
indifference value. For this reason, we make change in the third step of the method of ABL
through equations (13) - (16). Also, our method is based on the comparisons of binary lotteries
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and sure outcomes. Hence, these data do not exactly fit our method.31 With the present data,
we compute loss aversion for each of the six questions and take the median as estimated value
to account for response error (following ABL). For the first four items, we compute loss aversion
as follows:

λ =
w+(0.5)

w−(0.5)
× xαp

(−y)βp
(17)

λ =
w+(0.5)

w−(0.5)
× 1− exp(−αex)

1− exp(βey)
× βe
αe

(18)

Formulas (17) and (18) correspond to power and exponential specification, respectively.

For the last two questions, we compute loss aversion as follows

λ =
w+(0.5)

w−(0.5)
× zαp − xαp

(−w)βp − (−y)βp
(19)

λ =
w+(0.5)

w−(0.5)
× exp(−αex)− exp(−αez)

exp(βey)− exp(βew)
× βe
αe

(20)

Formulas (19) and (20) correspond to the power and exponential specifications, respectively.
Finally, following ABL, we compute the median loss aversion.

A1.2— Our main semi-parametric measurements

Our main semi-parametric measurements are presented in tables 3 and 4.
A1.3—Semi-parametric results under identical probability weighting function and duality

assumptions

Tables 5 and 6 present these results.
A1.4– Parametric measurements

TK92 used the following one-parameter (per domain) probability weighting function

wi(p) =
p(γ1(i=+)+θ1(i=−))[

p(γ1(i=+)+θ1(i=−)) + (1− p)(γ1(i=+)+θ1(i=−))
] 1
γ1(i=+)+θ1(i=−)

(21)

Note that this probability weighting function is for the full domain. Combining this with
the power utility function (4) and using the same notations as in section 3, we arrive at the
following equations:

cel = (D
+
l −D

−
l )


(
|xl|

αpD
+
l

+βpD
−
l − |yl|
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+
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+βpD
−
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)
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(γD
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+θD
−
l

)

(
p
(γD

+
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+θD
−
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)
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−
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(22)

cel =

ln


(
exp((βeD

−
l
− αeD+

l
)xl)− exp((βeD

−
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− αeD+

l
)yl)

) p
(γD

+
l
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(
p
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+ exp((βeD
−
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l
)yl)


βeD

−
l
− αeD+

l

+el

(23)

31Based on simulation exercises, we observe that these equations work well.
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Table 3: Results of the first step

Power utility Exponential utility
No constrain Constrain αp = βp

Gain domain
utility
parameter 0.904∗∗∗ (0.0458) 0.976∗∗∗ (0.0386) 0.00158 (0.00111)
w(0.01) 0.0471∗∗∗ (0.0103) 0.0369∗∗∗ (0.00811) 0.0445∗∗∗ (0.0107)
w(0.05) 0.167∗∗∗ (0.0172) 0.157∗∗∗ (0.0170) 0.164∗∗∗ (0.0179)
w(0.10) 0.134∗∗∗ (0.0188) 0.115∗∗∗ (0.0163) 0.124∗∗∗ (0.0175)
w(0.25) 0.276∗∗∗ (0.0178) 0.263∗∗∗ (0.0174) 0.274∗∗∗ (0.0193)
w(0.50) 0.410∗∗∗ (0.0173) 0.388∗∗∗ (0.0152) 0.409∗∗∗ (0.0221)
w(0.75) 0.571∗∗∗ (0.0172) 0.558∗∗∗ (0.0173) 0.573∗∗∗ (0.0204)
w(0.90) 0.686∗∗∗ (0.0172) 0.666∗∗∗ (0.0164) 0.692∗∗∗ (0.0251)
w(0.95) 0.791∗∗∗ (0.0154) 0.783∗∗∗ (0.0163) 0.793∗∗∗ (0.0174)
w(0.99) 0.947∗∗∗ (0.00592) 0.943∗∗∗ (0.00639) 0.957∗∗∗ (0.0103)

Loss domain
utility
parameter 1.069∗∗∗ (0.0602) 0.976∗∗∗ (0.0386) -0.00154 (0.00115)
w(0.01) 0.0244∗∗∗ (0.00709) 0.0337∗∗∗ (0.00795) 0.0236∗∗∗ (0.00698)
w(0.05) 0.0924∗∗∗ (0.0156) 0.103∗∗∗ (0.0167) 0.0932∗∗∗ (0.0153)
w(0.10) 0.105∗∗∗ (0.0172) 0.127∗∗∗ (0.0166) 0.106∗∗∗ (0.0154)
w(0.25) 0.207∗∗∗ (0.0175) 0.222∗∗∗ (0.0173) 0.205∗∗∗ (0.0175)
w(0.50) 0.414∗∗∗ (0.0188) 0.440∗∗∗ (0.0151) 0.405∗∗∗ (0.0230)
w(0.75) 0.602∗∗∗ (0.0181) 0.617∗∗∗ (0.0171) 0.595∗∗∗ (0.0208)
w(0.90) 0.758∗∗∗ (0.0172) 0.776∗∗∗ (0.0148) 0.746∗∗∗ (0.0235)
w(0.95) 0.810∗∗∗ (0.0165) 0.819∗∗∗ (0.0161) 0.805∗∗∗ (0.0184)
w(0.99) 0.947∗∗∗ (0.00688) 0.951∗∗∗ (0.00630) 0.936∗∗∗ (0.0133)
N 56 56 56
AIC criterion 281.929 287.0954 283.9861

Standard errors in parentheses.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01 to test the significance of coefficients.

Table 4: Results of the second step (Loss aversion)

Observations Power utility Exponential utility
No constrain Constrain αp = βp

1 1.304 2.106 2.306
2 0.981 1.751 1.815
3 0.875 1.751 1.616
4 0.762 1.622 1.355
5 0.892 1.786 1.741
6 0.739 1.735 1.247
Median 0.884 1.751 1.679

This allows us to elicit in full domain utility and probability weighting function parameters
of TK92.

Once the parameters of utility function and probability weighting function are obtained
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Table 5: Results under identical probability weighting assumption

Power utility Exponential utility
Utility parameter (Gains) 0.904∗∗∗ (0.0504) 0.00132 (0.00105)
Utility parameter (Losses) 1.053∗∗∗ (0.0586) -0.00127 (0.00107)
w+(0.01) = w−(0.01) 0.0326∗∗∗ (0.00839) 0.0301∗∗∗ (0.00771)
w+(0.05) = w−(0.05) 0.128∗∗∗ (0.0164) 0.125∗∗∗ (0.0153)
w+(0.10) = w−(0.10) 0.119∗∗∗ (0.0177) 0.114∗∗∗ (0.0150)
w+(0.25) = w−(0.25) 0.242∗∗∗ (0.0174) 0.237∗∗∗ (0.0170)
w+(0.50) = w−(0.50) 0.414∗∗∗ (0.0177) 0.408∗∗∗ (0.0205)
w+(0.75) = w−(0.75) 0.587∗∗∗ (0.0173) 0.584∗∗∗ (0.0189)
w+(0.90) = w−(0.90) 0.720∗∗∗ (0.0169) 0.715∗∗∗ (0.0223)
w+(0.95) = w−(0.95) 0.801∗∗∗ (0.0156) 0.799∗∗∗ (0.0164)
w+(0.99) = w−(0.99) 0.947∗∗∗ (0.00621) 0.950∗∗∗ (0.0106)
N 56 56
AIC criterion 313.400 308.596

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 6: Results under duality assumption w+(p) = 1− w−(1− p)
Power utility Exponential utility

Utility parameter (Gains) 0.738∗∗∗ (0.0525) 0.00771∗∗∗ (0.00165)
Utility parameter (Losses) 0.754∗∗∗ (0.0529) 0.00270∗ (0.00155)
w+(0.01) = 1− w−(0.99) 0.0431∗∗∗ (0.00913) 0.0330∗∗∗ (0.0122)
w+(0.05) = 1− w−0.95) 0.170∗∗∗ (0.0221) 0.178∗∗∗ (0.0237)
w+(0.10) = 1− w−0.90) 0.182∗∗∗ (0.0212) 0.187∗∗∗ (0.0272)
w+(0.25) = 1− w−0.75) 0.327∗∗∗ (0.0232) 0.347∗∗∗ (0.0268)
w+(0.50) = 1− w−(0.50) 0.478∗∗∗ (0.0218) 0.516∗∗∗ (0.0299)
w+(0.75) = 1− w−(0.25) 0.662∗∗∗ (0.0232) 0.693∗∗∗ (0.0253)
w+(0.90) = 1− w−0.10) 0.755∗∗∗ (0.0229) 0.817∗∗∗ (0.0269)
w+(0.95) = 1− w−(0.05) 0.834∗∗∗ (0.0219) 0.856∗∗∗ (0.0204)
w+(0.99) = 1− w−(0.01) 0.953∗∗∗ (0.00907) 0.989∗∗∗ (0.00512)
N 56 56
AIC criterion 353.9371 345.597

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01 to test the significance of coefficients.

with equation (22) and (23), we estimate loss aversion as described in equations (17) - (20).

Table 7 presents the results of the first step that measures simultaneously the utility func-
tions and probability weighting functions in the full domain. Tables 8 and 9 summarize the
estimates of loss aversion using parameters of the probability weighting and utility functions
from the first step as inputs.

A1.5–Parametric results using two-parameter weighting functions

The basic power utility function (4) and the following probability weighting function of
Goldstein and Einhorn (1987) and Lattimore et al. (1992) are used to perform parametric
measurements.
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Table 7: Results of the first step

Power utility Exponential utility
No constrain Constrain αp = βp

Gain domain
Utility Parameter 0.839∗∗∗ (0.0285) 0.872∗∗∗ (0.0209) 0.00168∗∗ (0.000652)
γ 0.643∗∗∗ (0.0125) 0.635∗∗∗ (0.0115) 0.649∗∗∗ (0.0193)

Loss domain
Utility Parameter 0.906∗∗∗ (0.0298) 0.872∗∗∗ (0.0209) 0.00155∗∗ (0.000698)
θ 0.704∗∗∗ (0.0155) 0.713∗∗∗ (0.0154) 0.721∗∗∗ (0.0234)
N 56 56 56
AIC criterion 318.248 318.997 337.134

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01 01 to test the significance of coefficients

Table 8: Results of the second step (Loss aversion)

Observations Power utility Exponential utility
No constrain Constrain αp = βp

1 1.618 2.040 2.234
2 1.318 1.730 1.824
3 1.258 1.730 1.747
4 1.146 1.615 1.577
5 1.253 1.738 1.800
6 1.127 1.668 1.496
Median 1.256 1.730 1.774

wi(p) =
(b1(i=+) + d1(i=−))p

(a1(i=+)+c1(i=−))

(b1(i=+) + d1(i=−))p
(a1(i=+)+c1(i=−)) + (1− p)(a1(i=+)+c1(i=−))

(24)

Combining this with the power utility function (4) and using the same notations as in section
3, we have the following equation that allows to elicit in full domain utility and probability
weighting function parameters:
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l −D
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(25)

Table 9 presents the estimates of equation (25). The elicited utility function is concave in
both domains. The estimated two-parameter probability weighting functions of Lattimore et al.
(1992) are less elevated than the estimated one-parameter probability weighting functions of
TK92. These parametric results on utility curvature and probability weighting function using
the two-parameter probability weighting functions of Lattimore et al. (1992) are in line with
the results of Fehr-Duda et al. (2006) as well as with our semi-parametric measurements.

A2– Application to data of GW99

In this part, we replicate the non-parametric estimates of GW99 using our semi-parametric
method.
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Table 9: Results of the first step

Variable Coefficient (Std. Err.)
Gain domain

αp 0.907∗∗ (0.056)
a 0.620∗∗ (0.019)
b 0.693∗∗ (0.057)

Loss domain
βp 1.058∗∗ (0.068)
c 0.673∗∗ (0.060)
d 0.708∗∗ (0.025)

N 56
AIC criterion 316.223
Significance levels : † : 10% ∗ : 5% ∗∗ : 1%

A2.1–Data

Procedure

We use median data previously reported by GW99. They run a computerized experiment
with 10 graduate students in psychology. Like TK92, GW99 use the switching outcome proce-
dure.

Lotteries

All outcomes are expressed in US dollars. Outcomes 0, 25, 50, 75, 100, 150, 200, 400 and
800 are used to form 15 pairs of positive monetary outcomes: (0, 25), (0, 50), (0, 75), (0, 100),
(0, 150), (0, 200), (0, 400), (0, 800), (25, 50), (50, 75), (50, 100), (50, 150), (100, 150), (100,
200) and (150, 200). In Table 1 in GW99, there are 165 median values of certainty equivalents
for binary lotteries that involve these 15 pairs of positive monetary outcomes and 11 probabil-
ities – 0.01, 0.05, 0.1, 0.25, 0.4, 0.5, 0.6, 0.75, 0.9, 0.95 and 0.99 – of getting the higher outcome.

A2.2– Semi-parametric measurements

Here, we present the estimates from our semi-parametric method under power and expo-
nential utility functions applied to the median data for GW99. The data only covers the gain
domain. With the same notation as in section 3, equation (8) collapses to:

cel = u−1

[
(u(xl)− u(yl))

K∑
k=1

δ+k I
k
l + u(yl)

]
+ el (26)

where l is the lth line in ce, x and y and u−1 is the inverse of utility function in gain domain.
In (26), probability weights can be derived as follows:

w+(pk) = δ+k for k = 1, .., K (27)

We can then derive the certainty equivalent equation (26) for both power (28) and expo-
nential (29) utility functions as follows:
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cel =

[(
x
αp
l − y

αp
l
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k=1

δ+k I
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l + y

αp
l

] 1
αp

+ el (28)

cel = − 1

αe
ln

[
(exp(−αexl)− exp(−αeyl))

K∑
k=1

δ+k I
k
l + exp(−αeyl)

]
+ el (29)

Table 10 presents the estimates of equation (28) and (29). The AIC is lower for power
utility function (AIC=1208.047) than for exponential utility function (AIC=1252.64). Hence,
power utility function has a better fit than the exponential utility function.

Table 10: Semi-parametric estimations on the median data of GW99

Power utility Exponential utility
Utility parameter 0.511∗∗∗ (0.0323) 0.00101∗∗∗ (0.000172)
w+(0.01) 0.143∗∗∗ (0.0316) 0.0365∗∗ (0.0145)
w+(0.05) 0.223∗∗∗ (0.0274) 0.0782∗∗∗ (0.0145)
w+(0.10) 0.227∗∗∗ (0.0273) 0.0816∗∗∗ (0.0145)
w+(0.25) 0.338∗∗∗ (0.0258) 0.165∗∗∗ (0.0151)
w+(0.40) 0.355∗∗∗ (0.0257) 0.181∗∗∗ (0.0152)
w+(0.50) 0.349∗∗∗ (0.0257) 0.175∗∗∗ (0.0151)
w+(0.60) 0.485∗∗∗ (0.0237) 0.310∗∗∗ (0.0165)
w+(0.75) 0.505∗∗∗ (0.0232) 0.336∗∗∗ (0.0168)
w+(0.90) 0.700∗∗∗ (0.0170) 0.583∗∗∗ (0.0173)
w+(0.95) 0.750∗∗∗ (0.0149) 0.653∗∗∗ (0.0165)
w+(0.99) 0.813∗∗∗ (0.0121) 0.739∗∗∗ (0.0150)
N 165 165
AIC criterion 1208.047 1252.641

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01 to test the significance of coefficients.

Utility function

To compare our estimated utility function with that of GW99, we normalize the two utility
functions on the same scale, so that u($0) = 0 and u($800) = 1. Figure 2 plots the two utility
functions. We remark that the 95 % confidence interval of the utility function provided by
our method contains the estimated utility values of GW99. Hence, our utility function is not
significantly different from that of GW99. We find αp = 0.511 and this value is significantly
different from 1 (p− value < 0.001). This means that the utility is concave in gain domain.

Probability weighting function

Figure 3 displays the elicited probability weights based on our semi-parametric method
along with the probability weights from GW99. As for the utility function, we found that the
95 % confidence intervals of probability weights provided by our method contain the estimated
probability weights of GW99. Hence, our probability weights are not significantly different
from those of GW99. The probability weighting function from our semi-parametric method is
inverse-S-shaped (concave, then convex) and crosses the 45◦ line between p = 0.25 and p = 0.4.
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Figure 2: Semi-parametric measurement of utility function on median data of GW99

Figure 3: Semi-parametric measurement of probability weighting function on median data of
GW99
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