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Abstract

To examine the variability of travel behaviour over time, transportation researchers need to
collect longitudinal data. The first studies around day-to-day variability of travel behaviour
were based on surveys. Those studies have shown that there is considerable variation in
individual travel behaviour. They have also discussed the implications of this variability in
terms of modelling, policy evaluation or marketing. Recently, the multiplication of big data
has led to an explosion in the number of studies about travel behaviour. This is because
those new data sources collect lots of data, about lots of people over long periods. In the
field of public transit, smart card data is one of those big data sources. They have been
used by various authors to conduct longitudinal analyses of transit usage behaviour. However,
researchers working with smart card data mostly rely on clustering techniques to measure
variability, and they often use conceptual framework different from those of transportation
researchers familiar with traditional data sources. In particular, there is no study based on
smart card data that explicitly measure day-to-day intrapersonal variability of transit usage.
Therefore, the purpose of this investigation is to address this gap. To do this, a clustering
method and a similarity metric are combined to explore simultaneously interpersonal and
intrapersonal variability of transit usage. The application is done with a rich dataset covering
a 6 months period (181 days) and it contributes to the growing literature on smart card data.
Results of this research confirm previous works based on survey data and show that there is no
one size fits all approach to the problem of day-to-day variability of transit usage. They also
prove that combining clustering algorithm with day-to-day intrapersonal similarity metric is
a valuable tool to mine smart card data. The findings of this study can help in identifying
new passenger segmentation and in tailoring information and services.
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Abstract5

To examine the variability of travel behaviour over time, transportation researchers need to6

collect longitudinal data. The first studies around day-to-day variability of travel behaviour7

were based on surveys. Those studies have shown that there is considerable variation in8

individual travel behaviour. They have also discussed the implications of this variability in9

terms of modelling, policy evaluation or marketing. Recently, the multiplication of big data10

has led to an explosion in the number of studies about travel behaviour. This is because11

those new data sources collect lots of data, about lots of people over long periods. In the12

field of public transit, smart card data is one of those big data sources. They have been13

used by various authors to conduct longitudinal analyses of transit usage behaviour. However,14

researchers working with smart card data mostly rely on clustering techniques to measure15

variability, and they often use conceptual framework different from those of transportation16

researchers familiar with traditional data sources. In particular, there is no study based on17

smart card data that explicitly measure day-to-day intrapersonal variability of transit usage.18

Therefore, the purpose of this investigation is to address this gap. To do this, a clustering19

method and a similarity metric are combined to explore simultaneously interpersonal and20

intrapersonal variability of transit usage. The application is done with a rich dataset covering21

a 6 months period (181 days) and it contributes to the growing literature on smart card data.22

Results of this research confirm previous works based on survey data and show that there is no23

one size fits all approach to the problem of day-to-day variability of transit usage. They also24

prove that combining clustering algorithm with day-to-day intrapersonal similarity metric is25

a valuable tool to mine smart card data. The findings of this study can help in identifying26

new passenger segmentation and in tailoring information and services.27
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1 Introduction30

Travel behaviour research has been prominently based on cross-sectional data where individuals31

are asked to report their travel behaviour on a single day [Gärling and Axhausen, 2003, Pas, 1986,32

Hanson and Huff, 1986]. However, using one-day observation is in general insufficient because33

individual needs and desires that generate travel, vary from day-to-day [Pas, 1987] and because34

classifications based on a single day are prone to be unstable [Hanson and Huff, 1986]. Multiday35

data are therefore needed to refine the understanding of travel behaviour and measure how it may36

vary from day-to-day [Hanson and Huff, 1981, Schlich and Axhausen, 2003]. This is an important37

area of research that has several practical applications such as assessment of policy impact [Jones38

and Clarke, 1988], implementation of travel demand management strategies and individualised39

marketing [Gärling and Axhausen, 2003], travel behaviour modelling [Pas, 1986, 1987] or even40

market segmentation [Hanson and Huff, 1986].41

To increase patronage, public transit operators also need to develop and evaluate new strategies.42

This requires a comprehensive understanding of transit usage behaviours, but also the ability to43

measure the multiday dynamics of individual demand [Morency et al., 2007, Briand et al., 2017,44

Ma et al., 2013, Bhaskar et al., 2015, Zhao et al., 2018]. In large urban areas, travel patterns are45

heterogeneous [Goulet-Langlois et al., 2016] and for decades transportation researchers have been46

exploring this heterogeneity with data of active solicitation [Schlich and Axhausen, 2003, Chen47

et al., 2016]. Unfortunately, active multiday data are costly, difficult to collect and often limited48

in terms of sample size [Goulet-Langlois et al., 2016, Briand et al., 2017, Gärling and Axhausen,49

2003, Chen et al., 2016, Schlich and Axhausen, 2003]. Thanks to recent advances in technologies,50

it is now possible to collect continuously and passively massive data about mobility [Chen et al.,51

2016] with less or no burden for respondent [Bagchi and White, 2005]. In the field of public transit,52

smart card data is considered to be one of the most promising passive data sources [Pelletier et al.,53

2011]. As opposed to extrinsic mobility data such as mobile phone data, it is an intrinsic mobility54

data that is generated by travel events and therefore it provides direct information about transit55

usage [Zhao et al., 2018]. This data sources can be used to measure variability [Morency et al.,56

2007] and has resulted in a multiplication of studies on transit usage pattern. However, as noted57

by Chen et al. [2016] studies based on passive data sources often lack the long used conceptual58

framework of transportation researchers familiar with active data sources.59

In this context, the purpose of this study is to investigate day-to-day transit usage variability60

using the conventional concept of daily trip pattern. The application is done with 6 months of61

smart card data. Two dimensions of variability are measured in parallel and interpreted with62

available socio-demographic profile derived from the type of fare used by each card. More63

precisely, day-to-day interpersonal variability is examined with a clustering method designed for64

this specific analysis. Day-to-day intrapersonal variability is measured with a trip based65

similarity metric [Huff and Hanson, 1986] taking into account the daily trip rate and the66

spatiotemporal characteristic of trip pattern. This paper shows that combining interpersonal67

clustering with traditional intrapersonal similarity metric is a valuable approach to mine smart68

card data. It can extend our knowledge of day-to-day variability of transit usage. Results of this69

research can assist transit marketers in defining more meaningful passenger segmentation. They70

can also help in tailoring information and services.71

The remainder of the paper comprises four sections organised as follows. The first part will72

review related works and clarify the research needs. The second part will describe the data and73

methods. The third part will present the main results of this research. Finally, in the fourth74

section, the empirical findings will be synthesised and future directions of research will be given.75
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2 Literature review76

2.1 Studies based on active data collection77

The first serious discussions about travel behaviour variability emerged during the 1980s. At that78

time, multiday data were difficult to collect due to high response burden [Schlich and Axhausen,79

2003] and risk of deterioration of data quality over the survey period [Hanson and Huff, 1981]. In80

a series of work based on a 35 consecutive day travel survey known as the Uppsala survey, Huff81

and Hanson [1986], Hanson and Huff [1981, 1988] have found significant systematic intrapersonal82

variability and showed that daily travel behaviour is neither totally repetitious neither totally83

variable. With the same dataset, they have also identified five clusters of individuals based on84

multiday travel characteristics [Hanson and Huff, 1986]. Even if the five groups share distinctive85

travel behaviour and socio-demographic attributes, the authors noted that there is still86

substantial intragroup variance. They suggest that future classifications should recognize87

multiday patterns and recognize that individuals have more than one habitual daily travel88

pattern. Pas and Koppelman [1987] with a 5-day travel diary survey have examined the89

determinant of day-to-day trip rate variability and conclude that there are large intrapersonal90

variability and significant differences across socio-demographic groups. In a somehow related91

paper, Pas [1987] has investigated the effect of day-to-day variability on model goodness-of-fit.92

They divide the total sum of square of a standard least square trip generation models between93

interpersonal variability and intrapersonal variability and report that a substantial proportion of94

the total variability is due to intrapersonal variability. Jones and Clarke [1988] have discussed the95

importance of taking into account day-to-day variability from a policy perspective notably to96

assess the impact of measure that affects multiday behaviour. They proposed an activity-based97

measure of variability and noted that different measure can lead to different conclusions. Using98

the data from the mobidrive six-week travel diary, Schlich and Axhausen [2003] have compared99

various measures of day-to-day similarity. They noted that different measures may have different100

interpretations in terms of variability and conclude that day-to-day behaviour is more variable if101

measured with trip-based methods than with activity-based methods. They also found that102

travel behaviour is more stable on weekdays and recommend that surveys about travel behaviour103

cover period of at least two weeks. More recently, Susilo and Axhausen [2014] have used104

Herfindahl-Hirschman index to examine the degree of repetition of daily-activity-travel-location.105

Their results indicate that constraint activities such as work or school have more repetitive106

combination than leisure and private business trips. With a seven-day travel diary collected in107

Belgium, Raux et al. [2016] have proposed different measurement methods to analyse108

interpersonal and intrapersonal variability within different periods of the week. Their results109

confirmed the overall picture that emerged from those studies: there is an important intrinsic110

variability in daily travel behaviour.111

2.2 Studies based on smart card data112

The first research on transit usage variability with smart card data was initiated in Canada. Agard113

et al. [2006] have used smart card data from the Société de Transport de L’Outaouais (STO) to114

cluster card users over 12 weeks based on the weekly temporal characteristic of trips. Change115

in cluster composition was then measured to explore intrapersonal variability. Morency et al.116

[2007] with 10 months of data from the STO have investigated separately the spatial and temporal117

variability of transit users. Their sample included only cards that were observed travelling at least118

once in the first and last month of their study period. The spatial variability is measure through the119

frequency of usage of bus stops and the temporal variability is evaluated with a clustering method120

based on boardings times. Ma et al. [2013] have investigated the regularity of trips pattern using 5121
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days of data from Beijing. For each card, the data is aggregated into four scalar features: number of122

travel days, number of similar first boarding times, number of similar route sequence and number123

of similar stop ID sequence. The K-means ++ algorithm is then used to identify cluster with124

different level of regularity. A rough set approach is also proposed to enhance the performance of125

the algorithm for large dataset. Bhaskar et al. [2015] have used four months of working days data126

from the transit authority of SEQ (Australia) to segment passenger based on the spatiotemporal127

variability of their trips. The proposed methodology starts with the application of DBSCAN to128

identify independently regular origin-destination (OD) trips and habitual trips starting time. Then,129

each passenger is described with the percentage of regular OD trips and the percentage of regular130

trips starting time. Using a priori rules, users are then segmented into four categories. For example,131

transit commuters are defined as those who make more than 50% of trips within habitual time132

and between regular OD. Briand et al. [2017] have proposed a Gaussian mixture model to cluster133

typical trips temporal pattern and measure the evolution of cluster composition over multiple years134

to assess change in passenger behaviour. They noticed some changes in the cluster composition135

but conclude that the majority of cards move to cluster with similar characteristics. Manley et al.136

[2018] have processed three months of data from London Oyster smart card to identified clusters137

of travel event for each individual with DBSCAN. A bottom-up approach is then used to derive a138

system-wide spatiotemporal understanding of regularity and irregularity. The analysis reveals that139

there are more regularities in the origin of trips in the suburbs than in central London. Goulet-140

Langlois et al. [2016] have proposed a longitudinal representation of passenger activity based on141

the sequence of location (user area) infer for each card. Principal component analysis is then used142

to reduce the dimension of each sequence and serve as an input to cluster analysis. They apply this143

method on frequent users over 29 days of data from London and found 11 clusters with distinct144

sequence structure. The variability of each sequence is then measured with entropy rate to take into145

account the order of travel events and to detect individual with more variability [Goulet-Langlois146

et al., 2018]. Deschaintres et al. [2019] have focused on weekly variability of daily trip rate using147

smart card data from Montréal. Their sample includes cards observed with an amplitude of 12148

months. Using the K-means clustering algorithm a week typology is created and each card is then149

represented as a sequence of week cluster. Those sequences are then used to cluster interpersonal150

variability and measure intrapersonal variability.151

2.3 Research gap152

The literature review shows that in studies based on smart card data researchers rely on clustering153

techniques to investigate and measure variability. To construct clustering variables, researchers154

often used scalar or vector aggregation of passenger’s trips attributes [Goulet-Langlois et al., 2016]155

or generative model (e.g [Briand et al., 2017]). Clusters are then used: (1) to group passengers with156

similar travel behaviour i.e to study interpersonal variability, (2) to assess intrapersonal variability157

by studying cluster membership through time and (3) to identify events and sequence that are158

not regular. Those approaches are interesting but do not provide a metric of variability such as159

those proposed by authors using active data. Moreover, the clustering variables are often built160

aggregating more than one day of data. However, the conventional paradigm of travel research is161

based on the concept of daily trip pattern and many previous authors have argued that variability162

should be measured between days [Hanson and Huff, 1988, Pas and Koppelman, 1987, Schlich and163

Axhausen, 2003]. Finally, authors using smart card data often limit the scope of their analysis to164

a certain type of users (e.g frequent users), to a reduced temporal period (e.g a month), or to only165

one dimension of travel behaviour (e.g temporal pattern or spatial pattern).166

For those reasons, we believe that the problem of measuring day-to-day public transit usage167

variability with smart card data has not been addressed completely. Therefore, there is a gap that168
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needs to be filled. To achieve this objective, two flexible methods that can be applied to any type169

of users, any type of days, and any temporal period, are implemented. The first one is a clustering170

algorithm that allows to visualize and identify the most common day-to-day usage pattern and171

explore intrapersonal variability in a straightforward manner. The second one is a similarity172

index [Huff and Hanson, 1986] designed to measure day-to-day intrapersonal variability taking into173

account three fundamental features of daily trip pattern: space, time and trip rate. Our approach174

is based on the assumption that the day is the fundamental period for travel behaviour analysis,175

thus the intrapersonal day-to-day variability of transit usage needs to be explicitly measured. The176

application is done with a rich dataset from the public transit networks of Lyon covering a 6177

months period. Results are then cross-checked with the available fare profile to understand the178

potential determinant of day-to-day variability. To the best of our knowledge, no previous study179

based on smart card data has gone so far into the analysis of day-to-day variability. Furthermore,180

there is no study that combines clustering methods with day-to-day similarity measurement. This181

work contributes to the reconciliation of traditional methods with novel datasets and clustering182

techniques. Findings can help to better understand the dynamics of individual transit usage. They183

can also assist transit marketers and operators in defining meaningful passenger segmentation.184

3 Materials and methods185

This section starts by providing a brief description of the most important aspect of this case study.186

Then, the methods to measure variability are specified in detail.187

3.1 Materials188

3.1.1 Case study189

TCL (”Transport en Commun Lyonnais”) is the commercial name of the public transit network of190

Lyon. The network consists of 4 metro lines, 2 funicular lines, 5 tramway lines and more than 100191

regular bus lines. On a working day, approximatively 1.2 million trips are done on the network.192

The fare transaction system of TCL is an entry only system. All transactions are anonymized193

and stored with boarding time and location. Smart card and magnetic paper tickets can be used194

by passengers. Cards cost 5e, they are strictly personal and require an identity photo of the195

owner. Thereafter, we will assume that there is an unambiguous relation between users, cards and196

individuals. The three terms will refer to a single person. We will also assume that there is no197

lost or stolen card. Finally, because paper tickets cannot be traced through time, the analysis is198

strictly restricted to cards (which represent 75% of the total number of fare transactions).199

3.1.2 Fare profile determination200

Smart card data often lack socio-demographic informations [Pelletier et al., 2011, Bagchi and201

White, 2005]. However, when there is a large spread of fare product, it is possible to define202

categories that make sense from a socio-demographic point of view. In Lyon, cardholders can203

access to a broad range of fares like annual pass, monthly pass, weekly pass but also access to204

standard single trip fare. They can also benefit from reduced prices if they can show proper205

justifications. To assign a socio-demographic profile to each card, we have aggregated fare product206

according to the table 1. During the lifetime of a card (5 years), users can purchase different types207

of fare products. In this research, the profile of each card is defined as the one that accounts for the208

biggest proportion of fare transactions. With this ad-hoc method we were able to add one socio-209

demographic dimension to the data, however, it should be acknowledged that this information may210
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not be available in other city or at least not as specific as in this case study.

Fare profile Fare type Required justification Pricing (e)

Student Monthly and annual pass Proof of university enrolment and under 28 years old. 31.5
Young Monthly and annual pass Student up to high school (18 years old) that reside within the TCL network

perimeter.
9-31.5

Elderly Monthly and annual pass More than 65 years old or more than 60 years old and retired. 9-31.5
Social Monthly and annual pass Dedicated to individuals that can justify low revenue such as unemployed

people or people that benefit from state allowance.
9-31.5

General public Monthly and annual pass No justification needed can be half reimbursed by the employer of
cardholder.

44.1-63.2

Short duration Multi-day pass up to one
week and single trip fare

May be available at a reduced price with justification (e.g. for young people,
student or large family) .

1.7-19.3

Intermodality Monthly and annual pass Combine with other transportation mode such as rail, regional bus or public
transit network from other city. May be available at a reduced price with
justification (e.g. for young people or students).

47.5-205.8

Other Monthly and annual pass Mainly free pass for the public transportation operators agents and family
or very specific passenger (blind people, policeman etc.)

0-6

Table 1: Fare product classification into fare profile and corresponding prices for 2017 fiscal year,
source: Authors

211

3.1.3 Trip identification212

Trips are the building blocks of human travel behaviour. They are defined as a movement through213

time and space between two locations where activities are carried out [Bonnel, 2002]. In the214

smart card transaction database, records include boardings that are the beginning of a trip but215

also transfers. To identify the beginning of trips, we implement the following rules : (1) the first216

transaction of a day is always the beginning of a new trip, (2) two boardings transactions that217

occur within 60 minutes and that are not made on the same line or on metro station, are considered218

as part of the same trip [Munizaga et al., 2014, Devillaine et al., 2012, Deschaintres et al., 2019].219

The 60 minutes rule was defined according to the current fare policy that stipulates that a single220

ticket is valid up to 60 minutes from the previous validation. Sensibility test have shown that221

increasing the time threshold up to 120 minutes has no impact on the results.222

3.1.4 Study period223

In this research, data from January 1st 2017 to June 30th 2017 were extracted from the fare224

collection database. This study period was chosen for two reasons. First, because it consists of 181225

days which we believe is enough to investigate day-to-day variability as there are at least 25 days226

of observations for each day of the week; second, because this period includes two school holiday227

periods: winter break (from 2017-02-18 to 2017-03-05) and spring holidays (from 2017-04-15 to228

2017-05-01) but also six bank holidays (2017-01-01, 2017-04-17, 2017-05-01, 2017-05-08, 2017-05-229

25, 2017-06-05). Those events can affect individual usage pattern and may be of interest in terms230

of variability. Throughout this paper, a day will be referred to as a holiday day if it is a weekday231

that is within the two periods of school holidays or if it is a bank holiday. The rest of the weekdays232

will be considered as working days. Saturday and Sunday are considered separately. Note also233

that a day (or service day) is defined from 4.30 a.m to 4.30 a.m of the next day when the activity234

of the network is null but also when the majority of people are asleep.235
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3.2 Methods236

3.2.1 Clustering interpersonal variability237

Clustering analysis is one of the most common techniques of data mining [Friedman et al., 2001].238

It aims to group objects that are similar in the same cluster which makes it a valuable strategy239

to study interpersonal variability and give more semantic to raw data. The three main steps in240

clustering are the definition of a vector space, the definition of a metric distance and the grouping241

of objects based on their similarity in the vector space.242

At the most basic level, the day-to-day transit usage pattern of a card k could be described243

using a boolean vector Xk = [x1, ..., xi, ..., xn] where xi takes value one when there is at least one244

trip on the day i otherwise, it takes value zero. This simplistic representation has three important245

advantages. First, it is very straightforward to compute the vector Xk for each card without any246

enrichment of the data. Second, to be meaningful this representation doesn’t require a minimum247

number of transactions per card. Third, the binary vector allows us to focus on the revealed choice248

to use public transit on a given day without taking into account the characteristics of this usage249

that are voluntarily incorporated later on in the investigation.250

Having defined a vector space, we need a measure of dissimilarity. When studying public251

transit usage, it is as important to know on which day passengers do use the system than on which252

day passengers do not use the system. Thus, in each vector, Xk zero and one carry equivalent253

information. Two vectors are to be considered close in the vector space when there is mutual254

presence or mutual absence. The simple matching distance (SMD) is a measure of dissimilarity255

that has this property, and it can be expressed as follow for two users k and l,256

D(Xk, Xl) = 1− f00 + f11
f00 + f11 + f01 + f10

(1)

where:257

f00 = number of days where Xk is 0 and Xl is 0
f11 = number of days where Xk is 1 and Xl is 1
f01 = number of days where Xk is 0 and Xl is 1
f10 = number of days where Xk is 1 and Xl is 0

258

With the above dissimilarity measure, we can calculate a dissimilarity matrix M . In this259

matrix, each element Mkl corresponds to D(Xk, Xl). This matrice is then used as an input for the260

clustering algorithm. Hierarchical clustering is a common approach that does not require that we261

commit to a particular number of clusters [Friedman et al., 2001]. It is very popular because it262

produces a dendrogram that illustrates how the objects are joined together. After some test, we263

decided to use an agglomerative approach with the Ward method [Ward Jr, 1963]. This method264

uses a criterion for choosing the pair of clusters to merge at each step by minimizing the change in265

the total sum of squares. It can be implemented recursively by a Lance Williams algorithms. As266

opposed to K-means, this method can be applied to dissimilarities measures that are not strictly267

Euclidean such as the SMD. This method also tends to produce compact clusters of approximate268

size.269

To quantifies statistically the strength of the association between a given cluster and a given270

fare profile, we can use the odd ratio (OR) [Goulet-Langlois et al., 2018]. An OR bigger than271

1 indicates a positive association and vice versa. For a sample of the population, OR can be272

estimated as follows:273

ÔRa,b =
Na,b.Na′,b′

Na′,b.Na,b′
(2)
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In the above formula, a refer to a single fare profile, b refer to a single cluster, a′ refer to the274

aggregation of all clusters except a, b′ refer to the aggregation of all fare profile except b, Na,b275

denotes the number of individuals with characteristic a and b. The log of the OR is normally276

distributed and can be used to statistically test whether an OR is significantly different from 1 at277

a given confidence level [Goulet-Langlois et al., 2018, Morris and Gardner, 1988].278

3.2.2 Measuring intrapersonal variability279

The previous method does not incorporate any information regarding how each passenger uses280

the network. Therefore, it does not address the question of how similar are each day for a given281

individual. From the perspective of transit usage, each day can be described in terms of trip282

rate but also considering the spatiotemporal characteristic of trips. More precisely, two days can283

be considered similar if they have the same number of trips and if trips share time and space284

attributes. Huff and Hanson [1986] have proposed a trip based similarity measure between two285

days i and j that can measure conjointly those aspects and can be expressed as follows,286

Sij = [1− 1

2

∑
k

|Pic − Pjc|]
ni

nj
, nj ≥ ni (3)

where Pic is the proportion of trips in days i that have the characteristic of the equivalence class287

c and ni is the number of trips on day i. This measure of similarity ranges from 0 to 1. Two days288

having the same number of trips and identical trip pattern regarding the equivalent class c will289

result in a similarity of 1.290

To define an equivalent class, there are several options because trips can be described with291

many attributes such as purpose, distance, mode, time of departure etc. With smart card data,292

the number of combinations is often reduced because not all attributes are available directly from293

the transaction database. In Lyon, two attributes are naturally available: transaction time and294

boarding stop. Since we now have identified the transactions that correspond to the beginning of295

trips, we can use the spatial and temporal features of those transactions to define the equivalent296

class. Both features have high cardinality as there are many stops in the network (more than 4000)297

and the timestamp is known with second precision. To reduce the dimension of those features, we298

have decided to use two grids that make sense both from a practical and behavioural point of view:299

• Temporal grid. Trip starting time are grouped into the following time slot : before 7 a.m,300

7 a.m to 10 a.m, 10 a.m to 12 p.m, 12 a.m to 2 p.m, 2 p.m to 4 p.m, 4 p.m to 8 p.m and301

after 8 p.m.302

• Spatial grid. Trip origin stops are aggregated at the district level in the city of Lyon where303

the network is denser and at the communal level in the peripheral areas of the urban transit304

perimeters. This spatial aggregation is made up of 82 zones depicted in figure 1.305

The equivalence class c are then built using a contingency table between the spatial zone and the306

time slot. Two trips are in the same equivalence class if they share both attributes. Each day i307

is then synthesised in the vector Pic that transcribes the spatiotemporal distribution of trips of308

day i. Therefore, Sij will be equal to one if, on two distinct days, a card makes exactly the same309

number of trips from the same spatial zone and in the same time slot. This way, three dimensions310

of daily trip pattern are considered: space, time and trip rate. Moreover, to infer trip destination311

in entry only smart card system, it is often assumed that the destination is close to the origin312

of the next trip (trip chaining model). Hence, considering only the origin of trips may provide a313

sufficient representation of the daily trip pattern and it does meet the goal of this study.314
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Figure 1: Study area and aggregation of stop into a spatial grid, source: Authors

4 Results315

4.1 Data driven sample selection316

To start this study with a holistic approach, a random sample of 40,000 cards among the 591,124317

cards observed travelling at least once between January and June 2017, was drawn. The clustering318

method was then applied to a random subset of 10,000 cards to visualize day-to-day usage pattern319

and select a sample in a data-driven way. The results are represented on a heatmap in figure 2.320

Each row corresponds to a card, each column to a day and each cell can be either black (at least321

one trip) or white (no trip). Week numbers are indicated in the x-axis. The resulting dendrogram322

is shown on the left of the heatmap. Figure 2 demonstrates that even at the most basic level323

of days of usage, the interpersonal variability is considerable with a large diversity of pattern.324
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Some rows are entirely white which indicate that some cardholders rarely use the transit system.325

Weekends generate a strong and repetitive vertical white pattern that affects a large proportion of326

users. Nonetheless, some rows are almost entirely black i.e some individuals use the transit system327

almost every day. The two holiday period in weeks 8-9 and weeks 16-17 are also visible and can328

lead to episodic break of usage. Lastly, figure 2 reveals that some users exhibit clear changes in329

usage intensity over the six months.330

Figure 2: Dendogram resulting from the application of the clustering method to 10,000 randomly
selected cards, source: Authors

A simple interpretation of this dendogram could be to classify users in three main groups:331

1. The low frequency users (LF), mainly located in the middle of the dendrogram. They332

almost never use the system on a multimonth scale. Our hypothesis is that public transit333

is something that is not part of their daily routine. Those people may actually use other334

transportation modes, or be present in the city only during a short period of time such as335

tourists visiting the city.336

2. The consistent transit users (CT), mainly located at the top of the dendrogram. Those337

are individuals that used the transit system consistently over the 6 months period. They338

may be subject to ruptures such as holiday or weekend and may not use the transit system339
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every day but they will not stop using the system over a long period of time. For those users,340

we can assume that transit usage was part of their daily routine from the beginning to the341

end of the study period.342

3. The intermittent transit users (IT), mainly located at the bottom of the dendrogram.343

Those are individuals that present characteristics of low frequency users but also344

characteristics of consistent transit users. For those users, transit usage was part of their345

routine but at one point of the study period, they exhibited a marked change in day-to-day346

usage intensity.347

To discriminate between those three groups, two attributes were computed for each card k. Nk348

being the number of travel days and Mk the maximum number of consecutive days without transit349

usage. The distribution of both variables is given in figure 3. Nk is spread almost uniformly350

between 10 and 130 meaning that few cards use the system more than 140 days out of the 181351

days of the study period. There is also a concentration of cards around small values of Nk i.e cards352

that are observed travelling only a few days. The distribution of Mk is characterized by peaks at353

each multiple of 30 correspondings to usage during only a subset of months. The distribution of354

Mk also presents a concentration of cards between 0 and 30 meaning that a high proportion of355

cards will not stop using the transit system for more than 30 consecutive days. To classify users356

into the three proposed groups, the following rules are implemented: (1) a user is considered as357

LF if the number of travel days is less or equal to 10 days i.e Nk ≤ 10, (2) a user is considered as358

IT if the number of travel days is bigger than 10 but there is a usage interruption of more than 30359

continuous days i.e Nk > 10 and Mk ≥ 30, (3) otherwise users are classified as CT.360

Figure 3: Distribution of Nk and Mk, source: Authors

We have applied those rules to the 40,000 cards of our initial sample. The number of cards361

and the number of trips by groups are given in table 2. The smallest group corresponds to the LF362

users with a total of 5456 cards (14% of the cards), but less than 1% of the total number of trips.363

16,358 users are classified as IT (41% of the cards) and account for 30% of the trips. The CT users364

form the biggest group with 18,186 cards which correspond to approximatively 45% of the users365

and account for almost 70% of the trips.366

To start this investigation, we have analysed the daily usage pattern of 40,000 cards selected367

randomly. In doing so, we were able to show the diversity of usage pattern on a multimonth scale.368

Based on the proposed clustering method, we have defined three groups of users with distinct369

11



# users % users # trips % trips

Consistent users (CT) 18,186 45% 4,220,965 69%
Intermittent users (IT) 16,358 41% 1,840,412 30%
Low frequency users (LF) 5,456 14% 50,316 1%

Table 2: Distribution of users and trips by group, source: Authors

multimonth frequencies of usage. The rest of this study will focus on the behaviour of the 18,186370

consistent transit users. This sample selection is justified by the fact that they account for the371

biggest proportion of trips done on the network. It also allows us to maximise the observation372

period and focus on a group that share common characteristics in terms of multimonth usage373

routine. While this can be seen as a limit for the rest of this study, the two methods could be374

applied in the same way to the rest of users (as long as there is more than one day with travel375

events). The next section of this paper examines day-to-day regularity and intrapersonal variability376

at an aggregate level.377

4.2 Aggregated analysis of intrapersonal variability378

As a first step, we may be interested in evaluating the regularity in an aggregate way for each379

chosen dimension of variability. For example, considering the spatial dimension, for each user, we380

can rank the spatial zone based on the number of trips they generate and calculate for all users381

the average share by rank. The same can be done with the time slot, combining both dimensions382

(i.e using the concept of equivalent class) and also for the daily trip number. The results of those383

calculations are given in figure 4.384

In average, the two most important spatial zones generate 76% of the trips and the two most385

important time slots generate 67% of the trips. This indicates that overall there is a high degree of386

spatial and temporal regularity which is in line with previous work [Schlich and Axhausen, 2003,387

Hanson and Huff, 1988, Morency et al., 2007]. When combining spatial and temporal dimension,388

the most important equivalent class generates on average 27% of the trips which is close to the389

30% obtained by Huff and Hanson [1986] for an equivalent class defined with time slots and city390

quadrant. The five most important equivalent class generate approximatively 65% of the trips. As391

indicated in figure 4, the concentration of trips in a few equivalent class is more important during392

workings days. However, the difference between each curve remains thin. For instance, on working393

days the two most important equivalent class will generate 49% of the trips but this number only394

decreases to 46% when considering all days. The bottom left plot indicates that on average, 55% of395

the days the daily number of trips will correspond to the most frequent trip rate. In other words,396

the most recurrent trip rate cover on average a bit more than half of the travel days. Again, there397

is no important difference when we focus on working days. This first analysis demonstrates that398

on average trips are repetitive in the sense that they share spatial and temporal characteristics,399

and that days are repetitive in the sense that on average users will make the same number of trips.400

However, it does not mean that all days are similar for each user, and that all users have the same401

level of variability. To measure those two aspects, S was calculated in a totally desegregate way402

i.e for each individual and each pair of travel days.403

A first aggregation of Sij could be to calculate for all users the mean similarity between any404

two days of the week. The results are given in table 3 and give rise to the following comments.405

First, we confirm the finding of Schlich and Axhausen [2003] that weekend days are less similar406

than other days of the week. The mean similarity within Saturday and within Sunday is equal to407

0.18. The similarity of Saturday with other weekdays decrease to 0.11 and the similarity of Sunday408
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Figure 4: Regularity of transit usage on each chosen dimension of variability, source: Authors

with other weekdays decrease to 0.08. Second, even if weekdays are more similar within each other409

than with weekend days, there are more similarity within the same weekdays than between distinct410

weekdays. For instance, the similarity within Monday is equal to 0.33 but decrease to 0.27 when411

we compare Monday with Friday. Third, as found by Schlich and Axhausen [2003], Friday is the412

weekday that exhibits less similarity with the rest of the weekdays. Fourth, Tuesday is the weekday413

where the within-day similarity is the highest with a value of 0.36. This indicates that there is less414

intrapersonal variability and thus users have a higher tendency to repeat the same trip pattern415

every Tuesday than during other days of the week.416

Mon. Tue. Wed. Thu. Fri. Sat. Sun.

Mon. 0.33 0.32 0.28 0.29 0.27 0.10 0.08
Tue. 0.36 0.29 0.31 0.28 0.11 0.08
Wed. 0.33 0.27 0.25 0.11 0.08
Thu. 0.34 0.28 0.11 0.08
Fri. 0.31 0.11 0.08
Sat. 0.18 0.10
Sun. 0.18

Table 3: Mean similarity between days of the week, source: Authors

A second analysis will be to plot the distribution of similarity among users. For each user, we417
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compute the mean similarity for all pair of days S and the mean similarity focusing only on pair418

of workings days Swd. The distribution among users of both variables is given in figure 5. The419

median of S is equal to 0.18 and only increase to 0.22 for Swd meaning that most users will have a420

high degree of day-to-day variability even when we focus only on working days. Both distributions421

are also very skewed toward higher values of similarity. In other words, there are large differences422

between users and some users exhibit lower levels of day-to-day variability than others. Another423

way to look at this problem could be to determine for each user and each travel day, the number424

of other travel days with the same daily trip pattern (Sij = 1). We found that on average 62% of425

the daily trip pattern will reoccur at least once in the study period. We also looked for each user426

at the number of days where the daily trip pattern was completely unique (for i, Sij = 0 ∀ j).427

We found that more than 96% of the cards will not have one completely unique daily pattern. In428

other words, while there may be in average around 40% of user-day pattern that will not reoccur429

in the longitudinal records, there are very few users that have a travel day that does not share any430

attributes with other travel days in the longitudinal record.431

Figure 5: Distribution of average users day-to-day similarity (S: for all pair of days, Swd: only for
working days), source: Authors

Those aggregated results support the idea of Hanson and Huff [1988] that there is a high432

degree of regularity in transit pattern, but there is also systematic day-to-day variability. Thus, to433

characterize transit usage a single day is insufficient. Moreover, if we aggregate trips characteristics434

over periods longer than a day, we will eclipse the daily variability of transit usage. Finally, as435

indicated by the large skew in the distribution of S, there are reasons to believe that some users are436

less variable than others. The next section shows how the combination of intrapersonal variability437

measurement, interpersonal clustering and fare profile can offer deeper insights into day-to-day438
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transit usage variability.439

4.3 Combining clustering, intrapersonal variability and fare profile440

The clustering method was applied to the 18,186 consistent transit users. With the help of the441

dendrogram, we have decided to retain 6 clusters (numbered from C1 to C6) which we believe is442

a good balance between the quality of the clusters and the interpretativeness of the results. To443

visualize the pattern of each cluster, 100 cards were selected randomly in each cluster and plot444

according to the convention of figure 2. The graphical results are given in figure 6. To further help445

the interpretation, descriptive statistics are given for each cluster and each dimension of variability446

in table 4.447

Figure 6: Visualization of the day-to-day usage pattern of 100 random users selected from each
cluster, source: Authors

In table 4, it can be seen that cluster 1 is characterized by the highest percentage of days448

of usage and almost no calendar structure as the usage rate remain quite high on holidays and449

weekends. Cards in cluster 1 will in average use the transit system more than one Sunday out of450

two. On the day they use the system, they tend to make more trips as indicated by the mean451

number of trips per day (2.7), but also by a high proportion of user-day with more than three trips452

(24%). Cluster 2 is the biggest cluster in terms of size with 4592 cards (25% of the CT users). It453

is characterized by a very high usage rate on workings days, few travel days during the weekend,454

a large proportion of travel days with two trips and a high percentage of trips in the morning and455

evening peak period (31% and 35%). Like cluster 2, cluster 3 exhibits a concentration of trips in the456

two peak period but their day-to-day usage pattern differs. In fact, in figure 6, it is easy to see that457
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users in cluster 3 almost do not use the transit system during the holidays period. On this same458

figure, it is also possible to notice a decrease in usage at the end of June just before the summer459

period. Cluster 4 does not exhibit such a clear calendar structure. Cards in this cluster use the460

transit system on working days a bit more than 3 days out of 5 (64%) and remain largely present461

during the holiday (51%), Saturday (51%) and Sunday (30%). The temporal trips distribution of462

cluster 4 is somehow related to the one of cluster 1, with no pronounced concentration of trips in463

the morning peak period. Cluster 5 can be seen as an intermediate between cluster 3 and 4. As464

in cluster 3, transit usage is impacted by holiday and weekend but as in cluster 4, the usage rate465

on working days is under 65%. The last cluster (C6), is formed by vectors that are very sparse i.e466

with lots of zero. In this cluster, we found users that despite the fact that they consistently use467

the system over the 6 months, their usage rate is less than 30% and doesn’t vary much within the468

type of day. Cluster 6 is also characterized by a lower trip rate and a very high percentage of one469

trip day (39%). Finally, table 4 indicates that the spatial diversity of trips vary between clusters.470

The concentration of trips inside the two most frequent zone is higher for cluster 2, 3, and 5.471

To extend this analysis, the contingency table between fare profile and clusters is computed.472

The results are given in table 5 with the corresponding odd ratio. The distribution of mean user473

day-to-day similarity on working days (Swd) for each cell of the contingency table is also given as474

a boxplot in figure 7.475

C1 C2 C3 C4 C5 C6 Total

Elderly # users 317 135 11 375 130 549 1,517
OR 1.26 0.27 0.04 2.11 0.65 3.17

General public # users 1,175 2,747 235 700 684 518 6,059
OR 1.19 4.62 0.18 0.69 0.87 0.35

Intermodality # users 28 370 74 46 205 108 831
OR 0.16 2.5 0.62 0.34 2.47 0.72

Other # users 59 77 25 90 60 199 510
OR 0.6 0.52 0.33 1.28 0.95 3.28

Short duration # users 2 11 2 30 39 366 450
OR 0.02 0.07 0.03 0.42 0.67 24.1

Social # users 815 315 63 425 149 365 2,132
OR 3.53 0.48 0.18 1.57 0.5 1.01

Student # users 616 609 326 618 518 299 2,986
OR 1.26 0.72 0.76 1.72 1.65 0.5

Young # users 199 328 1,706 340 450 678 3,701
OR 0.22 0.23 15.97 0.54 0.98 1.13

Total 3,211 4,592 2,442 2,624 2,235 3,082 18,186

Table 5: Contingency table between clusters and fare profiles and associated Odd Ratio, bold
indicate superior to 1 and statistically different from 1 at 99% confidence level, source: Authors

General public fare profile is mainly aimed at people in employment and thus work-related trip476

will probably shape their transit usage. Table 2 indicates that general public users are strongly477

associated with cluster 2 (OR of 4,62) and to a lesser extent with cluster 1 (OR of 1.19). Cluster 2478

exhibits a usage pattern that seems to be more work-oriented than cluster 1 where users probably479

make more diverse use of the network. In figure 7 it can be seen that the median of Swd for general480

users in cluster 2 is 0.43, but it decreases to 0.21 for general users in cluster 1 which confirms that481

general public users from cluster 1 tend to be more variable than those of cluster 2. Holders of482
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intermodality pass combined public transit with other services such as trains which can constrain483

their usage patterns. Table 2 indicates that they are mostly found in cluster 2 and 5 where they484

tend to show a high level of day-to-day similarity. 13% of intermodality profile are also assigned485

to cluster 6 where their usage of the transit system is on average more variable with a median of486

Swd equal to 0.19 compared to 0.49 and 0.43 for intermodality users in cluster C2 and C5. As487

anticipated, young people dominate cluster 3 and rarely use the transit system during holidays.488

Young users in cluster 3 present a mean similarity between working days that is relatively high489

with a median equal to 0.28. They are also found in cluster 6 where their usage is less intense and490

with lower day-to-day intrapersonal similarity. People that are using social pass, exhibit a high491

level of day-to-day variability in their transit usage. Table 2 indicates that there is a positive and492

significant association between cluster 1 and social users (OR of 3.53). As pointed before, cluster 1493

presents the highest intensity of usage both in terms of number of travel days and number of trips494

per day. Thus, users in cluster 1, may cover an important proportion of their urban travel needs495

with public transit. Table 2 also indicates that a non-marginal part of social users is assigned to496

cluster 4 and 6, so we can not consider all social users as very intense users. Like social users,497

elderly users are mostly found in clusters that do not exhibit clear calendar structure such as498

cluster 1, 4 and 6. In figure 7, it can be seen that the median of Swd for elderly users in those499

three clusters is between 0.14 and 0.17, almost three times less than general public users of cluster500

2. Student users is an interesting population because university constraints are very heterogeneous501

both spatially and temporally. Table 2 shows that this population is almost equally spread within502

the six clusters. The level of day-to-day similarity of students is in general low, but it can vary503

between clusters. For instance, students in cluster 2 and 3 have a median similarity of respectively504

0.22 and 0.2 compared to median similarity below 0.15 in other clusters (see figure 7). Finally, as505

expected, short duration users are almost all assigned to cluster 6 where they exhibit a high level506

of variability with a median of Swd equal to 0.13. Those are users who use the network from time507

to time with varying spatiotemporal patterns.508

Our empirical results demonstrate that we can find tangible links between the intrapersonal509

day-to-day variability, the multimonth pattern of usage synthesise by cluster membership and510

sociodemographic inferred from fare profile. Those three elements are essential to carry such a511

fine-grained investigation of day-to-day transit usage behaviour. They can extend our knowledge512

of transit usage variability and are useful to define interpretable user segmentation. This is what513

we have done in this section. The following section takes a step back from the strict description of514

numerical results to discuss the lessons to be learned from this investigation.515

18



F
ig

u
re

7:
B

ox
p

lo
t

of
u

se
rs

w
o
rk

in
g

d
ay

s
m

ea
n

si
m

il
a
ri

ty
(S

w
d
)

b
y

cl
u

st
er

a
n

d
fa

re
p

ro
fi

le
,

so
u

rc
e:

A
u

th
o
rs

19



5 Discussion and conclusions516

Researcher and transportation planners have a strong interest in understanding the day-to-day517

variability of transit users. Smart card data give us the opportunity to undertake this analysis518

over longer periods and provide a deeper understanding than the current state of the art [Manley519

et al., 2018]. As opposed to studies based on travel surveys, most of the research on smart card520

data have relied on clustering techniques to analyse variability. In this paper, we complement this521

approach with a traditional day-to-day similarity measure [Hanson and Huff, 1988] and prove that522

the combination of both technics is a valuable tool to mine smart card data. It can be used to523

expand traditional research on travel behaviour variability using similar paradigm and concepts.524

Our empirical finding suggests that there is no “one size fits all” approach to the problem525

of day-to-day variability of transit usage. The simple view of transit users as solely commuting526

passengers from Monday to Friday is inadequate. Likewise, the classification of transit users solely527

based on their fare product or one-day data is incomplete. Very distinct level of intrapersonal528

variability can be found within each fare profile and within each usage pattern synthesised with529

cluster membership.530

By selecting randomly our initial sample among all cards, we were able to visualize the diversity531

of day-to-day transit usage pattern and we have defined three main groups of users. The high532

proportion of intermittent transit users indicate that there is porosity between high frequency533

usage and low frequency usage. In other words, it is not uncommon that public transit usage534

habits and routines change drastically over time. This confirms the old idea that the apparent535

stability at the aggregate level is in reality compensated by changes at the individual level [Jones536

and Clarke, 1988]. Although it is not possible to understand the leading cause of ruptures using537

only smart card data, we believe that public transit operators should show more interest in those538

users and those changes if they want to influence travel behaviour and increase loyalty. This539

requires that they move from a purely accounting approach such as the number of pass sold per540

month to a customer-centric approach where each individual pattern is mined. This approach can541

offer a large range of new opportunities. For instance, operators could track individual pattern542

to identify ”unsuccessful” new users, to design and evaluate new fare structure, to define more543

targeted marketing actions or to detect commercial opportunities.544

Our results confirm that over long periods, users show spatial and temporal repeatability in545

their trip pattern but there is also a systematic intrapersonal variability in day-to-day transit usage546

[Schlich and Axhausen, 2003, Hanson and Huff, 1988]. In large urban areas such as the metropolis547

of Lyon, people have access to a wide variety of activities. They can move with several modes such548

as walking or cycling. They are not all constrained by scheduled and fixed activities such as work549

or school (e.g social profile or retired people). Moreover, as noted by [Schlich and Axhausen, 2003]550

there is a trending decline in general constraint but also greater flexibility over working hours and551

places of work [Manley et al., 2018, Goulet-Langlois et al., 2016]. As a result, it is not surprising552

to observe important intrapersonal day-to-day variability. What is more interesting is that it is553

possible to correlate this intrapersonal variability to interpersonal variability using cluster analysis.554

In doing so, we found that there are important differences between clusters. In cluster 1, users555

probably cover most of their travel needs with public transit and tend to be more variable in their556

usage. In clusters with calendar structure such as cluster 2, 3, and 5, it can be assumed that the557

transit usage is driven by work or school trips which can explain the lower intrapersonal variability.558

Finally, in cluster 4 and 6, public transit usage is erratic and probably complementary to other559

modes of travel leading to higher levels of intrapersonal variability.560

The analysis conducted in this paper also shows that the conventional distinction between561

working day, weekend and holiday may be relevant for some users but not for all. Even if on562

average, there are more stability in behaviour during weekdays, we have seen that the intrapersonal563
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variability decrease only marginally when computed solely on working days. Similarly, we have564

observed that holiday periods have an influence only on a reduced proportion of users. This clearly565

shows that the traditional paradigm of transit planning focused on a set of typical days such as566

working days, Saturday or Sunday is not perfectly valid from the individual point of view. Thus,567

a more disaggregated understanding of which days individuals may or may not use the transit568

system is an important task. With our interpersonal clustering method, it is possible to do so. In569

fact, this method is designed to find homogeneous groups of passengers based only on the day they570

used public transit. The resulting clusters can then be used by transit planners and marketers, to571

inform or promote specific usage in a targeted manner. The combination of interpersonal clustering572

and pre/post intrapersonal similarity measurement could also assist in identifying groups of users573

that are more prone to change their travel behaviour after the introduction of new services or in574

case of specific disruption (e.g on week-end services).575

This case study also demonstrates that cross-checking results with socio-demographic576

information derive from the fare profile, add a lot of value to the investigation. This is because577

socio-demographic attributes are important factors affecting intrapersonal variability [Pas and578

Koppelman, 1987, Susilo and Axhausen, 2014]. Unfortunately, smart card data and more579

generally passive data are often very incomplete on those aspects which can generate ambiguous580

explanation [Manley et al., 2018]. Moreover, there are increasing privacy concerns with smart581

card data that could jeopardise the full valuation of these data. In Lyon, the card is, for now,582

individual and the unique id number that identifies each card is changed every 12 months. In583

other cities, cards can be shared between passengers, cards id are changed more regularly and584

sometimes passengers have the option to pay with contactless bank cards. In those cases, it is not585

possible to ensure individual traceability, to perform long term analysis or to determine profile586

with fare product. These are additional challenges that must be addressed otherwise the587

potential of these data to conduct longitudinal analysis will be strongly limited.588

Research around individual day-to-day transit usage variability is an important area of589

investigation that has several practical implications. Automatic systems such as fare collection590

collect lots of data about lots of users over long periods of time and thus can be very useful to591

analyse the variability of transit usage. To make the best of those data, we need to develop new592

methodologies but also adapt the existing ones. This is what we have done in this paper, and593

while the results are specific to the city of Lyon, the two methods can easily be applied to other594

smart card datasets. It would especially be interesting to replicate this analysis in cities of595

distinct size, and distinct country to better understand the link between variability, city596

structure, and cultural context. Another direction of future research would be to further597

investigate the day-to-day variability of inconsistent users, and to try to understand the598

motivations behind the changes of transit usage intensity using targeted surveys. There are also599

some limits to the research presented in this paper that require additional analyses. First,600

representing a trip as a departure in a given time slot from a given zone is straightforward and601

easy to conceptualize but it is an oversimplification of the true characteristics of trips. More602

detail representation of trip patterns should be investigated and other measures of day-to-day603

similarity must be developed. Second, the calculation of a large dissimilarity matrix can be604

computationally expensive. More research is therefore needed to adapt this method to large605

datasets so it can be deployed in real-world applications. Third, our analysis is only based on606

smart card data but other data such as weather data or land-use data could provide further607

insight into the causes of variability.608
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