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Abstract

The guarantee of an anonymous mechanism is the worst case wel-
fare an agent can secure against unanimously adversarial others. How
high can such a guarantee be, and what type of mechanism achieves
it?
We address the worst case design question in the n-person prob-

abilistic voting/bargaining model with p deterministic outcomes. If
n ≥ p the uniform lottery is the only maximal (unimprovable) guaran-
tee; there are many more if p > n, in particular the ones inspired by
the random dictator mechanism and by voting by veto.
If n = 2 the maximal setM(n, p) is a simple polytope where each

vertex combines a round of vetoes with one of random dictatorship. For
p > n ≥ 3, writing d = bp−1n c, we show that the dual veto and random
dictator guarantees, together with the uniform one, are the building
blocks of 2d simplices of dimension d in M(n, p). Their vertices are
guarantees easy to interpret and implement. The set M(n, p) may
contain other guarantees as well; what we can say in full generality is
that it is a finite union of polytopes, all sharing the uniform guarantee.
Keywords: worst case, guarantees, voting by veto, random dictator
JEL classification: D 63, D71
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1 Guarantees and protocols

Worst case analysis is a simple mechanism design question. Fix an arbitrary
collective decision problem by its feasible outcomes —allocation of resources,
public decision making, etc.. —, the domain of individual preferences and
the number n of relevant agents. We evaluate a mechanism (game form)
solving this problem by the guarantee it offers to the participants. This is
the welfare level each one can secure in this game form without any prior
knowledge of how others will play their part: the worst case assumption is
that their moves are collectively adversarial (what I know or believe about
their preferences, what I expect about their behaviour is irrelevant). My
guarantee is the value of the two-person zero-sum game pitting me against
the rest of the world.

Given the decision problem, what guarantees can any mechanism offer,
and which mechanisms implement such guarantees? We are particularly
interested in the maximal guarantees, those that cannot be improved: a
higher guarantee is a better default option if I am clueless about other
participants or unwilling to engage in risky strategic moves; it encourages
acceptance of and participation in the mechanism.

These questions were first addressed by the cake-cutting literature ([32],
[12], [16]). Two agents divide a cake over which their utilities are additive
and non atomic. In the Divide and Choose mechanism (D&C for short) they
each can guarantee a share worth 1/2 of the whole cake: the Divider must
cut the cake in two parts of equal worth, any other move is at her own risk.
This guarantee is not only maximal but also optimal (higher than any other
feasible guarantee): when the two agents have identical preferences, their
common guarantee cannot be worth more than 1/2 of the cake.

Contrast D&C with the simple Nash demand game: each agent claims a
share of the cake, demands are met if they are compatible, otherwise nobody
gets any cake. Against an adversarial player I will not get anything: this
mechanism offers no guarantee at all. The appeal of D&C is that I cannot
be tricked to accept a share worth less than 1/2.

Worst case analysis is related to the familiar implementation method-
ology in mechanism design, but only loosely. We speak of a mechanism
implementing a certain guarantee —mapping my preferences to a certain
welfare level —but we do not postulate that each agent behaves under the
worst case assumption, nor do we ask what social choice function will then
be realised, as some papers reviewed in section 2 did. Instead the guarantee
of a game form is just one of its features, an important one for two reasons:
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• an agent using a best reply to the other agents’strategies gets at least
her guaranteed welfare (because she has a safe strategy achieving that
level no matter what); so any Nash equilibrium of the game delivers
at least the guaranteed welfare to everyone,

• if an agent plays the mechanism repeatedly with changing sets of par-
ticipants, the safe strategy is always available when she happens to be
clueless about the other agents’behaviour,

Many different mechanisms can implement the same guarantee, as the
example below makes clear.1 We call the whole class of game forms shar-
ing a certain guarantee the protocol implementing it. The two concepts of
guarantee and protocol and their relation is the object of worst case analysis.

We initiate this approach in the probabilistic voting model, where the
protocols we identify can be interpreted as the guidelines for a partially
informal bargaining process. There are finitely many pure (deterministic)
outcomes and we must choose a convex compromise (probabilistic or other-
wise) between these. For tractability, we maintain a symmetric treatment of
agents (Anonymity) and of outcomes (Neutrality). We find that, depending
on the number n of agents and p of pure outcomes the set of maximal guar-
antees and their protocols can be either very simple and dull (when n ≥ p,
see below) or dauntingly complex.

A good starting point is the simple case of deterministic voting over p
outcomes with ordinal preferences. An anonymous and neutral guarantee
is a rank k from 1 to p (where rank 1 is the worst): it is feasible if for any
preference profile there is at least one outcome ranked k or above by each
voter. Suppose first n ≥ p: at a profile where each outcome is the worst
for some agent, the rank k must be 1, so the guarantee idea has no bite.
Now if n < p we can give to each voter the right to veto up to d = bp−1

n c
outcomes: this is feasible because nd < p, so the rank k = d+ 1 is a feasible
guarantee, clearly the best possible one. Worst case analysis’simple advice
to a committee smaller than the number of outcomes it chooses from, is to
distribute d veto rights to its members, not at all what a standard voting rule
à la Condorcet or Borda does. However the corresponding protocol contains,
inter alia, the following mechanisms: ask everyone to pick independently d
outcomes to veto, then use any voting rule to pick among the remaining free
outcomes, often more than p− nd of them.

1Similarly we can implement the optimal “one half of the whole cake” guarantee by
D&C or by any one of Dubins and Spanier’moving knife procedures ([12])
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We allow compromises between the pure outcomes, interpreted as lot-
teries, time shares, or the division of a budget. Distributing veto tokens
is a natural way to achieve a high guarantee, but there are others. The
familiar random dictator2 mechanism ([13]) with two voters implements the
guarantee putting a 1/2 probability on both my first and worst ranks. And
the uniform lottery over all ranks is yet another guarantee implemented by
any mechanism where each participant has the right, at some stage of the
game that could depend upon the agent, the play of the game etc.., to force
the decision by flipping a fair coin between all outcomes.

Example: three agents, six outcomes The uniform guarantee UNI(6)
is the lottery λuni = (1

6 ,
1
6 ,

1
6 ,

1
6 ,

1
6 ,

1
6), where each rank is equally probable.

Distributing one veto token to each agent implements λ1 = (0, 1, 0, 0, 0, 0)
(recall the first coordinate is the worst rank), as in the deterministic case.
But λ1 is not maximal: it is improved by making the protocol a bit more
precise. After the veto tokens have been used, we can pick one of the re-
maining outcomes uniformly, or give the option to force this random choice
to each agent. Then the rank distribution cannot be worse for anyone than
λvt = (0, 1

3 ,
1
3 ,

1
3 , 0, 0), because my worst case after the vetoing phase is that

the two other agents killed my two best outcomes. And λvt stochastically
dominates λ1. We will use the notation V T (3, 6) instead of λvt when it is
important to specify n and p.

The random dictator mechanism between our three agents delivers the
guarantee λ2 = (2

3 , 0, 0, 0, 0,
1
3): my worst case is that the two other agents

pick my worst outcome. Again λ2 is not maximal, and improved by the
following protocol: agents report (one of) their top outcome(s); if they all
agree on a we choose a; if they each choose a different outcome, we pick one
of them with uniform probability; but if the choices are a, a, b we randomize
uniformly between a, b and an arbitrary third outcome c. This implements
the correct random dictator guarantee RD(3, 6) : λrd = (1

3 ,
1
3 , 0, 0, 0,

1
3), that

stochastically dominates λ2.
It is easy to check directly that UNI(6), V T (3, 6) and RD(3, 6) are all

maximal. For instance this follows for λrd and λvt by inspecting respectively
the left or right profile of strict ordinal preferences

≺1 a b x y z c
≺2 b c y z x a
≺3 c a z x y b

≺1 a x y z b c
≺2 b y z x c a
≺3 c z x y a b

2Each agent has an equal chance to choose the final outcome.
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(where agent 1’s worst is a and best is c). At the left profile, to give a
1
3 chance of their best outcome to all agents a protocol implementing λ

rd

must pick a, b or c, each with probability 1
3 : then each agent experiences

exactly the distribution λrd over her ranked outcomes, and no other lottery λ
stochastically dominating λrd is a feasible guarantee at this profile. Similarly
at the right profile, implementing λvt implies zero probability on a, b, c, and
at most (hence exactly) 1

3 on each of x, y and z. The symmetry of these two
arguments is not a coincidence: a critical duality relation connects λvt and
λrd (section 4).

What other guarantees are maximal for n = 3, p = 6? Convex combina-
tions preserve feasibility but not maximality: for instance an equal chance
of the protocols implementing V T (3, 6) and RD(3, 6) delivers the feasible
guarantee 1

2λ
rd + 1

2λ
vt = (1

6 ,
1
3 ,

1
6 ,

1
6 , 0,

1
6) which is dominated by λuni. But

lotteries between UNI(6) and V T (3, 6), or between UNI(6) and RD(3, 6)
are in fact maximal. Moreover for this choice of n and p, the maximal guar-
antees cover exactly the two intervals [λuni, λvt] and [λuni, λrd] (Theorem 1
in section 5).

The choice facing the worst case designer in this example is sharp, and
its resolution is context dependent: the veto guarantee is a good fit when
bargaining is about choosing an expensive infrastructure project, or a per-
son to hold a position for life; the random dictator approach makes sense
if we are dividing time between different activities, or choosing a pair of
roman consuls; the uniform guarantee stands out if we value a disagreement
outcome revealing no information about individual preferences.

Critical to their practical application, the protocols implementing UNI, V T
and RD above rely on ordinal preferences only, as do the agents’safe action
when they report which outcome(s) they veto, or which ones they prefer
among those still in play.

The punchline Our results cast a new light on two familiar collective
decison mechanisms, random dictator and voting by veto. Together and in
combination with the uniform guarantee, they generate all maximal guar-
antees if n = 2, and essentially all of them again if 3 ≤ n < p ≤ 2n. In
the general case they can be sequentially combined to produce a very large
subset of maximal guarantees.

1.1 Contents of the paper

After a review of the literature in section 2 we define in section 3 the concept
of guarantee in three related models. In the first one, agents have ordinal
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preferences over the pure outcomes, and incomplete preferences over lotteries
by stochastic dominance. In the second they have von Neuman Morgenstern
(vNM) utilities over lotteries. In the third they have quasi-linear utilities
over outcomes and money, and lotteries are replaced by cash compensations.
A guarantee is a convex combination of the ranks 1 to p where rank 1 is the
worst. It is feasible if at each profile of preferences, there is a lottery over
pure outcomes, or a pure outcome and a balanced set of cash compensations
in the quasi-linear model, that everyone weakly prefers to her guaranteed
utility.

Lemma 1 shows that the three definitions are equivalent and that feasible
guarantees cover a canonical polytope G(n, p) in the simplex with p ranked
vertices. Its Corollary gives a compact though abstract characterisation of
G(n, p).

Section 4 focuses on the subsetM(n, p) of maximal guarantees, starting
with a complete characterisation in two easy cases (section 4.1):

If n ≥ p the unique maximal guarantee is UNI(p), dominating every
other feasible guarantee (Proposition 1), so the worst case viewpoint tells us
to allow each agent to force this canonical anonymous and neutral disagree-
ment outcome. In every other case there are many more options.

If n = 2 < p a guarantee λ is maximal if and only if it is symmetric
with respect to the middle rank (Proposition 2). For instanceM(2, 6) is the
convex hull of λrd = (1

2 , 0, 0, 0, 0,
1
2) (RD(2, 6)), λmix = (0, 1

2 , 0, 0,
1
2 , 0), and

λvt = (0, 0, 1
2 ,

1
2 , 0, 0) (two veto tokens per person). Here is the protocol for

λmix: the agents veto one outcome each, then choose randomly a dictator
(equivalently, we randomly give one veto token to one agent and four tokens
to the other). Note that UNI(p) is the center of the polytopeM(2, p).

When 3 ≤ n < p, the structure of M(n, p) is much more complicated.
Section 4.2 describes a critical duality property inside M(n, p), relating
V T (n, p) and RD(n, p), while UNI(p) is self-dual: Proposition 3. We define
in section 4.3 the large set C(n, p) of canonical guarantees: for three or more
agents they are a rich family of vertices ofM(n, p). Their protocols combine
up to d successive rounds (recall d = bp−1

n c) of either veto (one token each)
or a (partial) random dictator.

Our first main result Theorem 1 in section 5.1, gives a fairly com-
plete picture of all maximal guarantees with three or more agents and at
most twice as many pure outcomes (p ≤ 2n ⇐⇒ d = 1). As long as
p 6= 2n − 1 and (n, p) 6= (4, 8), (5, 10), they cover exactly the two inter-
vals [UNI(p), V T (n, p)] and [UNI(p), RD(n, p)], as in the numerical exam-
ple above. There are additional maximal guarantees when p = 2n − 1 or
(n, p) = (4, 8), (5, 10), some of them described after the Theorem (Proposi-
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tion 4).
In section 5.2 we turn to the general case 3 ≤ n < p with no restric-

tions on d. The set M(n, p) is a union of polytopes (faces of G(n, p)), of
which UNI(p) is always a vertex. Theorem 2 uses the canonical guarantees
in C(n, p) to construct 2d simplices of dimension d, one for each sequence
Γ of length d in {V T,RD}: the vertices of such a simplex are lotteries in
C(n, p) obtained from the d initial subsequences of Γ, plus UNI(p). For
instance the sequence Γ = (V T,RD) gives the triangle in C(3, 7) with ver-
tices UNI(p), V T (3, 7), and λ = (0, 1

3 ,
1
3 , 0,

1
3 , 0, 0) denoted V T ⊗ RD; the

latter is implemented by a first round of one veto each, followed by RD(3, q)
over the remaining q outcomes (four or more). This construction does not
cover the entire set M(n, p) but delivers a large subset built from simple
combinations of veto and random dictator steps.

Section 6 gathers some open questions and potential research directions.
Several proofs are gathered in the Appendix, section 7.

2 Related literature

The optimal design of a mechanism under the risk averse assumption that
other agents are adversarial is discussed by the early literature on implemen-
tation in several slightly different formulations: implementation in maximin
([35], [11]), prudent ([20]) or protective strategies ([5]). As explained in sec-
tion 1 our protocols do not define complete game forms, and our guarantees
are compatible with a wide range of strategic behaviours.

Steinhaus’ seminal papers ([32], see also [12], [16]) invented the worst
case approach for cutting a cake fairly among any number of agents. His
simple protocol generalises Divide and Choose and guarantees to each agent
a fair share: one that is worth at least 1

n of the whole cake. The main
focus of the subsequent literature is envy free divisions: how to achieve one
by simple cuts and queries ([7], [29], [3]) and proving its existence under
preferences more general than additive utilities ([33], [36]). An exception
is the recent paper ([6]) returning to the worst case approach under very
general preferences and identifying the MinMaxShare (my best share in the
worst partition of the cake I can be offered) as a feasible guarantee, though
not a maximal one.

The last decade saw an explosion of research to define and compute a fair
allocation of indivisible items, proposing in particular a new definition of the
fair share as the MaxMinShare ([8]): my worst share in the best partition
of the objects I can propose. This guarantee may not be feasible ([27])
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but this happens very rarely ([17]); the real concern is that the protocols
approximating this guarantee are all but simple.

Other early instances of the worst case approach are in production
economies ([21], [22]) and in the minimal cost spanning tree problem ([14]).

The random dictator mechanism is a staple of probabilistic social choice
([13], [30]). In axiomatic bargaining it inspires the Raiffa solution ([28]) and
the mid-point domination axiom ([31], [34]) satisfied by both the Nash and
Kalai-Smorodinsky solutions.

Voting by veto is another early idea introduced by Mueller ([26]) to
incentivise agents toward compromising offers: each agent makes one offer,
which together with the status quo outcome makes p = n + 1 outcomes,
after which they take turns to veto one outcome each (in our model the
natural status quo is the uniform lottery over outcomes). This procedure
is generalised in ([20]). The area monotonic bargaining solution ([2], [1])
is a direct application of voting by veto between two parties, similar to
distributing bp−1

2 c veto tokens to each agent in our model.
A handful of recent papers discuss variants of voting by veto in the clas-

sic implementation context: ([9]), ([4]),([18]). All three papers implement
maximal guarantees. Closer to home section 4 in ([15]) explains the strate-
gic properties of a veto mechanism implementing arbitrary compositions of
our guarantee V T (n, p).

We mention finally the small literature on bargaining with cash compen-
sations and quasi-linear utilities ([19], [10]) where only the uniform guarantee
is discussed, while our results unveil many more possibilities.

3 Feasible guarantees

Anonymity and Neutrality (symmetric treatment of agents and outcomes,
respectively) are hard wired in the model so a guarantee is well defined
once we fix the number n of agents and p of deterministic outcomes. It is an
element λ of ∆(p), the simplex of lotteries over the ranks in [p] = {1, · · · , p}.
Here λ1 is the probability of the worst rank and λp that of the best rank.
We give three equivalent definitions of the same concept of feasibility, after
which when we speak of a guaranteee we always mean that it is feasible.

Notation. For lotteries λ ∈ ∆(p), and only for those, we write [λ]k2k1
instead of the sum

∑k2
k1
λt. The symmetric of λ w.r.t. the middle rank is λ̃:

λ̃k = λp+1−k for all k ∈ [p].
The stochastic dominance relation (dominance for short) in ∆(p) plays

a central role throughout. We write λ ` µ and say that λ dominates µ if the
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following three equivalent properties hold

∀k ∈ [p] : [λ]k1 ≤ [µ]k1

∀k ∈ [p] : [λ]pk ≥ [µ]pk

∀z ∈ Rp : {z1 ≤ z2 ≤ · · · ≤ zp} =⇒ λ · z ≥ µ · z

The set of deterministic outcomes isA, with generic element a, and∆(A),
with generic element `, is that of lotteries over A. We keep in mind the
alternative interpretations of ∆(A) as time sharing or division of a budget
between the “pure”outcomes in A.

The set of agents is [n], with generic element i. An agent i’s ordinal
preference over A (a complete, reflexive and transitive relation) is written
%i. A k-tail of the preference %i is a subset T of A with cardinality k such
that b %i a whenever a ∈ T, b ∈ A�T . Indifferences in %i may produce
several k-tails.

Given %i and ` ∈ ∆(A) the rank-ordered rearrangement of ` is the
following lottery `∗i in ∆(p)

∀k ∈ [p] : [`∗i]k1 = min{
∑
a∈T

`a|T is a k-tail of %i} (1)

Definition 1 (ordinal preferences): Given n and p, the lottery λ ∈
∆(p) is a guarantee at n, p if for any n-profile of preferences π = (%i)ni=1

on A there exists a lottery `∈ ∆(A) s.t. `∗i ` λ for all i ∈ [n]. Then we say
that the lottery ` implements λ at profile π.

An agent i’s vNM utility over A is a vector ui in RA and ui · ` =∑
a∈A uia`a is her utility at lottery `. We write u

∗
i ∈ Rp the rank-ordered

rearrangement (aka order statistics) of ui:

∀k ∈ [p] :

k∑
t=1

u∗it = min{
∑
a∈T

uia|T ⊆ A, |T | = k}

Definition 2 (vNM utilities):Given n and p, the lottery λ ∈ ∆(p) is
a guarantee at n, p if for any n-profile of utilities (ui)

n
i=1 on A there exists

a lottery ` ∈ ∆(A) s.t. ` · ui ≥ λ · u∗i for all i ∈ [n].

The ordinal definition is agnostic w.r.t. the risk attitude of the agents.
The cardinal one specifies it completely.

In the third model the agents have quasi-linear utilities over the pure
outcomes in A: in lieu of randomisation (or any convex combinations) com-
promises are achieved by cash compensations between the agents. Agent
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i’s utility is still any ui ∈ RA and an outcome is a pair (a, t) where a ∈ A
and t = (ti)

n
i=1 is a balanced set of transfers between agents,

∑n
1 ti = 0; the

corresponding utilities are uia + ti.

Definition 3 (quasi-linear utilities): Given n and p, the convex
combination λ ∈ ∆(p) is a guarantee at n, p if for any n-profile (ui)

n
i=1 of

utilities on A, there exists an outcome a ∈ A and a balanced set of transfers
(ti)

n
i=1 such that uia + ti ≥ λ · u∗i for all i ∈ [n].

Lemma 1 These three definitions are equivalent.
We write G(n, p) for the set of all guarantees at n, p: it is a polytope in
∆(p).

Proof
Definition 1 =⇒ Definition 2
The identity ` · ui = `∗i · u∗i for all ` ∈ ∆(A), ui ∈ RA is easily checked.

Now assume λ meets Definition 1 and fix an arbitrary profile (ui)
n
i=1 of vNM

utilities, with associated ordinal preferences (%i)ni=1. If ` implements λ at
(%i)ni=1 the relation `

∗i ` λ and the identity give ` · ui ≥ λ · u∗i as desired.
Definition 2 =⇒ Definition 3
Definition 3 says that λ is a guarantee if and only if for all (ui)ni=1 ∈ (RA)n

we have:
n∑
i=1

λ · u∗i ≤ max
a∈A

n∑
i=1

uia (2)

Fix (ui)
n
i=1 and choose ` implementing λ as in Definition 2: the inequalities

` · ui ≥ λ · u∗i and
n∑
i=1

` · ui ≤ max
a∈A

n∑
i=1

uia

together imply (2).

Definition 3 =⇒ Definition 1. Fix λ as in Definition 3 and a preference
profile (%i)ni=1. Call Si the set of utilities vi ∈ RA representing %i (a %i
b ⇐⇒ via ≥ vib for all a, b) and such that via ∈ [0, 1] for all a. By property
(2) for any profile (vi)

n
i=1 ∈ Πn

i=1Si there exists a ∈ A such that
∑n

i=1 via ≥∑n
i=1 λ · v∗i , which implies

min
(vi)ni=1∈Πn

i=1Si
max
a∈A

n∑
i=1

(via − λ · v∗i ) ≥ 0

The summation is a linear function of the variable (vi)
n
i=1 varying in a convex

compact, and of a. By the minimax theorem there exists ` ∈ ∆(A) such
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that
∑n

i=1 ` · vi ≥
∑n

i=1 λ · v∗i for all (vi)
n
i=1 ∈ Πn

i=1Si. Taking vi = 0 for all
i ≥ 2 gives ` · v1 ≥ λ · v∗1 for all v1 ∈ S1. Equivalently `∗1 · v∗1 ≥ λ · v∗1 for
any weakly increasing sequence v∗1 in [0, 1]p: the desired property `∗1 ` λ
follows, and the argument is the same for each i ≥ 2.

G(n, p) is a polytope. Definition 1 implies that the set G(n, p) is a polytope
in ∆(p) (the convex hull of a finite set, and the intersection of finitely many
half-spaces) for any n, p. Indeed feasibility of λ at some fixed ordinal profile
π means that a system of linear inequalities in ` of the form M` ≥ θ has a
solution `, where the matrixM is independent of λ and θ depends affi nely on
λ: by the Farkas Lemma this is equivalent to finitely many linear inequalities
on λ, and there are only finitely many ordinal profiles. �

Corollary to Lemma 1 The lottery λ ∈ ∆(p) is in G(n, p) if and only
if for any n-profile (ui)

n
i=1 in (RA)n we have

n∑
i=1

ui = 0 =⇒
n∑
i=1

λ · u∗i ≤ 0 (3)

“Only if”holds because (3) is a special case of the characteristic property (2).
For “if”we pick an arbitrary profile (ui)

n
i=1 and set z = maxa∈A

∑n
i=1 uia.

Writing 1 the vector with all coordinates equal to 1, we pick a profile (vi)
n
i=1

such that ui ≤ vi for all i and
∑n

i=1 via = z for all a, then we can apply (3)
to (wi)

n
i=1: wi = vi − z

n1. This gives
∑n

i=1 λ · v∗i ≤ z and the claim.
If n = 2 property (3) is easy to interpret, after checking the following

identity (recall λ̃ is the symmetric of λ w.r.t. the middle rank):

∀u ∈ RA : λ · (−u)∗ = −λ̃ · u∗ (4)

Property (3) means λ · u∗ ≤ λ̃ · u∗ for all u, equivalently λ̃ ` λ. Therefore

λ ∈ G(2, p)⇐⇒ [λ]k1 ≥ [λ]pp+1−k for all k = 1, · · · , bp
2
c (5)

But for n ≥ 3 it is much harder to discover a set of such inequalities
representing G(n, p), or the set of its extreme points.

Remark. We downplay the quasi-linear interpretation because the corre-
sponding protocols, though quite straightforward to construct, are less palat-
able. They require to report the willingness to pay for different outcomes,
and thus essentially rely on the entire cardinal utility profile.

11
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4 Maximal guarantees

From the welfare point of view, the guarantees of interest are those that
cannot be improved, the maximal ones.

Definition 4 The guarantee λ ∈ G(n, p) is maximal if

∀µ ∈ G(n, p) : µ ` λ =⇒ µ = λ

The set of maximal guarantees is M(n, p) ⊂ G(n, p).

4.1 Two easy cases: n ≥ p and n = 2
Proposition 1 The uniform guarantee UNI(p), λunik = 1

p for all k ∈ [p],
has the following properties:
i) It is maximal for all n, p.
ii) If n ≥ p it dominates every other feasible guarantee: M(n, p) = {λuni}.
iii) If n ≥ 3 it is a vertex of G(n, p), hence of M(n, p) too.

Proof.
Statement i).The equality λuni · u∗i = λuni · ui for all ui implies for any

profile (ui)
n
i=1

n∑
i=1

ui = 0 =⇒ λuni · (
n∑
i=1

u∗i ) = 0 (6)

Suppose some µ ∈ G(n, p) dominates λuni and consider a profile of the
form (u1,−u1, 0, · · · , 0) where u1 is arbitrary. Summing up the inequalities
µ · u∗1 ≥ λuni · u∗1 , µ · (−u1)∗ ≥ λuni · (−u1)∗ gives µ · u∗1 + µ · (−u1)∗ ≥
0. Because µ meets property (3) both inequalities are equalities, and we
conclude µ = λuni.

Statement ii). Assume n ≥ p and pick an arbitrary guarantee λ in
G(n, p), and a cyclical permutation σ of A: the latter maps utility u to uσ:
uσa = uσ(a). We pick any u and consider the profile

(u, uσ, uσ
2
, · · · , uσp−1 , 0, · · · , 0)

with n−p null utilities. Clearly
∑p−1

k=0 u
σk = γ1 for γ =

∑
a∈A ua, so we can

apply property (3) to the profile (u− γ
p1, uσ − γ

p1, · · · , uσp−1 − γ
p1, 0, · · · , 0).

Together with (uσ
k
)∗ = u∗ for all k, this gives

0 ≥
p−1∑
k=0

(λ · (uσk)∗ − γ

p
) = p(λ · u∗)− γ =⇒ λ · u∗ ≤ γ

p
= λuni · u∗

12
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as desired.

Statement iii). Suppose λuni is a convex combination of two distinct
λ1, λ2 in G(n, p). For any profile s. t.

∑n
i=1 ui = 0, property (3) implies∑n

i=1 λ
s · u∗i ≤ 0 for s = 1, 2. But by (6) the relevant convex combination of

these inequalities is an equality, therefore they both are equalities.
For n ≥ 3, a lottery λ meeting (6) must be λuni. Indeed, define δk =

[λ]pp+1−k for k ∈ [p] and δ0 = 0, then pick any three nonnegative integers
k, l,m summing to p. Consider a profile of 0, 1 utilities where u1;u2;u3 are
equal to 1 precisely on three sets of respective sizes k, l,m partitioning A,
while other utilities, if any, are identically zero. Applying (6) to this profile
yields δk + δl + δm = 1. It is easy to check that this simple integer version
of the Cauchy equation implies δk = k

p for all k. �
Proposition 2 Maximal guarantees for n = 2

If n = 2 < p the lottery λ ∈ ∆(p) is a maximal guarantee if and only if it
is symmetric:

λk = λp+1−k for 1 ≤ k ≤ bp
2
c (7)

The extreme points of the polytope M(2, p) are the following guarantees λt:

λtt = λtp+1−t =
1

2
for t = 1, · · · , bp

2
c ; and λ

p+1
2

p+1
2

= 1 if p is odd

We see that for n = 2 the uniform guarantee UNI(p) is the center of
the polytopeM(2, p), contrasting sharply with the case n ≥ 3, p > n where
UNI(p) is an extreme point of the non convex setM(n, p): Theorem 2.

Proof . Fix λ ∈ G(2, p) and symmetric. Rewrite (7) as λ · u∗ = λ̃ · u∗
for all u∗, which by the identity (4) means λ · u∗ = −λ · (−u)∗ for all u∗.
The latter is property (6) for n = 2, so the maximality of λ follows as in the
above proof of statement i) Proposition 1.

To prove the converse statement pick λ ∈ G(2, p), which means λ̃ ` λ
(see property (5) in the previous section). As the dominance relation is
preserved by convex combinations we have 1

2(λ̃ + λ) ` λ where 1
2(λ̃ + λ) is

symmetric: thus λ is dominated if it is not symmetric. �
The protocols implementing the vertices of M(2, p) combine in a sim-

ple way the veto and random dictator ideas explained in section 1. Ask-
ing one randomly chosen agent to select a pure outcome implements λ1 =
(1

2 , 0, · · · , 0,
1
2), which we call the random dictator guarantee and denote

RD(2, p). The guarantee V T (2, p) is λ = (0, 1
p−2 , · · · ,

1
p−2 , 0) implemented

by giving one veto token per person, then selecting one of the remaining

13
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outcomes with uniform probability (as in the example of section 1). It is
maximal, though not a vertex ofM(2, p) except if p = 3 or 4.

To implement λ2 = (0, 1
2 , 0, · · · , 0,

1
2 , 0) we ask first each agent to veto

one outcome, after which we pick a random dictator between the remaining
(p− 2 or p− 1) outcomes: we write this guarantee as V T ×RD(2, p). And
so on: V T t−1 ×RD(2, p) is the guarantee λt: let each agent veto t− 1 pure
outcomes, then pick a random dictator for the remaining ones. If p is odd
the guarantee λ

p+1
2 denoted V T

p−1
2 (2, p) simply gives p−1

2 veto tokens to
each agent.

4.2 A duality operation preserving M(n, p)

Although the results in this subsection apply for all n, p, they are only useful
if 3 ≤ n < p, the only case not covered by Propositions 1 and 2: we maintain
this assumption from now on. Besides the uniform rule UNI(p) the two most
basic guarantees come from one round of veto or of random dictator:

V T (n, p)→ (0,
1

p− n, · · · ,
1

p− n,
n−1︷ ︸︸ ︷

0, · · · , 0)

RD(n, p)→ (

n−1︷ ︸︸ ︷
1

n
, · · · , 1

n
, 0, · · · , 0, 1

n
)

Given a lottery λ in ∆(p) different from λuni, the radius to λ is the
interval of the half-line from λuni toward λ contained in ∆(p) (its other end
is on the boundary ∂∆(p)), i. e. all lotteries of the form λuni + α(λ− λuni)
for some α ≥ 0. The anti-radius from λ̃ is the interval in ∆(p) of the
half-line from λuni away from λ̃, i. e., the set of all lotteries of the form
λuni + α(λuni − λ̃) for some α ≥ 0.

If λ is a boundary lottery its dual λF is the end point of the anti-radius
from λ̃

λF = (1 + α)λuni − αλ̃ where α =
1

p ·max1≤k≤p λk − 1
(8)

(where max1≤k≤p λk > 1
p because λ ∈ ∂∆(p)). Keeping in mind that

min1≤k≤p λk = 0 it is easy to check the identity (λF)F = λ. For non
boundary lotteries we extend this definition linearly on the radius to λ

{µ ∈ ∂∆(p) and λ = δλuni + (1− δ)µ} =⇒ λF = δλuni + (1− δ)µF.

14
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so that λ→ λF is a proper duality in ∆(p).
The uniform lottery is the only self-dual one, while V T (n, p) andRD(n, p)

are dual of each other.

Proposition 3
i) If λ 6= λuni is a maximal guarantee, the radius to λ and the anti-
radius from λ̃ (the symmetric of λ w.r.t. the middle rank) are contained in
M(n, p).
ii) The duality operation λ→ λF in ∆(p) preserves maximal lotteries:

[M(n, p)]F =M(n, p)

Note that the statement in Proposition 3 holds if we replace M(n, p)
by G(n, p): the radius to a feasible guarantee, and the anti-radius from its
symmetric are feasible as well; duality preserves feasibility. This follows at
once from the Corollary to Lemma 1, the identity (4) and the definition (8).

The proof forM(n, p) is much harder: we need a technical result charac-
terisingM(n, p) in G(n, p) by its position w. r. t. the polar cone of G(n, p).
Notation: we write G	 for the polar cone of G ⊂ Rp: G	 = {z ∈ Rp|∀y ∈
G : z · y ≤ 0}.

Lemma 2 The guarantee λ ∈ G(n, p) is maximal if and only if there
exists a vector z ∈ G(n, p)	 s. t.

∑p
k=1 zk = 0, z1 < z2 < · · · < zp and

λ · z = 0.

Proof of “if”. Fix λ in G(n, p) and z in G(n, p)	 as in the statement,
and suppose λ is dominated by µ. As the coordinates of z increase strictly,
µ ` λ and µ 6= λ imply λ · z < µ · z. Now feasibility of µ and z ∈ G(n, p)	

give µ · z ≤ 0. This contradicts the assumption λ · z = 0. �
Note that the condition

∑p
k=1 zk = 0 was not used, therefore Lemma 2

remains valid without this condition. But the condition makes the “only if”
part stronger. The long proof of this direction is given in the Appendix.

Proof of Proposition 3.
Statement i)

We fix λ ∈ M(n, p) and z ∈ G(n, p)	 as in Lemma 2. Consider first a
lottery µ = λuni + α(λ− λuni) in the radius to λ. That µ is feasible as well
(µ ∈ G(n, p)) is clear by checking property (3) in section 3. For maximality
we use

∑p
k=1 zk = 0 and λ·z = 0 to compute µ·z = (1−α)λuni ·z+αλ·z = 0

and conclude µ ∈M(n, p) by Lemma 2 again.
Still fixing λ ∈M(n, p) and z, we pick next a lottery µ = λuni+α(λuni−

λ̃) in the anti radius from λ̃. For feasibility we check property (3) at an
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arbitrary profile (ui)
n
i=1 s. t.

∑n
1 ui = 0. Compute

n∑
1

µ · u∗i = (1 + α)

n∑
1

λuni · ui − α
n∑
1

λ̃ · u∗i = α

n∑
1

λ · (−ui)∗ ≤ 0

where the last equality is the identity (4), and the inequality is from property
(3) for λ.

The argument just made shows that for any ξ ∈ G(n, p) the lottery
(1 + α)λuni − αξ̃ is feasible as well, in particular

0 ≥ ((1 + α)λuni − αξ̃) · z = −αξ̃ · z

where the equality uses
∑p

k=1 zk = 0. Writing

w = (−zp,−zp−1, . . . ,−z1)

and using the identity (4), we conclude that ξ ·w ≤ 0. Thus w is in G(n, p)	

too, and it satisfies the requirements in Lemma 2 with respect to µ: µ ·w =
−αλ̃ · w = αλ · z = 0, which proves the maximality of µ.

Statement ii) follows from statement i) and the definition of the duality
operation. �

4.3 Canonical guarantees

We write the largest coordinate of a lottery as λ+ = max1≤k≤p λk. We see
from (8) that the dual λF of the boundary lottery λ is

λFk =
1

pλ+ − 1
(λ+ − λ̃k) for 1 ≤ k ≤ p (9)

(where λ̃k = λp+1−k)

Definition 5 Composition by V T and RD
For any λ ∈ ∆(p) the lottery V T ⊗ λ ∈ ∆(p + n) obtains by inserting λ
between one zero in rank 1 and n− 1 zeros after rank p+ 1:

V T ⊗ λ = (0, λ,

n−1︷ ︸︸ ︷
0, · · · , 0) (10)

If λ ∈ ∂∆(p) the lottery RD ⊗ λ ∈ ∂∆(p + n) obtains by filling uniformly
n− 1 ranks before λ and one after as follows:

RD ⊗ λ = (

n−1︷ ︸︸ ︷
λ+

nλ+ + 1
, · · · , λ+

nλ+ + 1
,

1

nλ+ + 1
· λ, λ+

nλ+ + 1
) (11)
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For any λ ∈ ∆(p) the lottery RD ⊗ λ ∈ ∆(p+ n) is given by

RD ⊗ λ = [V T ⊗ λF]F (12)

If λ ∈ ∂∆(p) we must check that the two definitions (11) and (12)
coincide. Write µ for the boundary lottery on the right-hand side of equation
(11): applying (9) and µ+ = λ+

nλ++1 we get

µF =
1

(p+ n) λ+
nλ++1 − 1

(
λ+

nλ+ + 1
1− µ̃)

=
1

pλ+ − 1
(λ+1− (λ+, λ̃,

n−1︷ ︸︸ ︷
λ+, . . . , λ+)) = V T ⊗ λF

as desired.
Note that Definition 5 implies in particular V T⊗UNI(p) = V T (n, n+p)

and RD ⊗ UNI(p) = RD(n, n+ p).

Lemma 3
i) The guarantees V T (n, p) and RD(n, p) are maximal.
ii) The composition of guarantees by V T and RD respects their feasibility
and maximality. For any λ ∈ ∆(p)

λ ∈M(n, p) =⇒ V T ⊗ λ,RD ⊗ λ ∈M(n, p+ n)

and the same statement holds by replacing M(n, p) by G(n, p) and M(n, p+
n) by G(n, p+ n).

For the proof we need a second characterisation of maximal guarantees;
the proof, much easier than that of Lemma 2, is also in the Appendix.

Lemma 4 The guarantee λ ∈ G(n, p) is maximal if and only if for all
k ∈ [p − 1] there exists a preference profile π such that, for any lottery `
implementing λ at π (Definition 1) we have

max
i∈[n]

[`∗i]k1 = [λ]k1 (13)

Proof of Lemma 3
Statement i) The proof that V T (n, p) is maximal, done in section 1 for n =
3, p = 6, is an application of Lemma 4. Its generalisation is straightforward.
Then its dual RD(n, p) is maximal by Proposition 3.
Statement ii) Fixing λ ∈ G(n, p) we implement V T ⊗ λ as follows: ask
agents to report their worst outcome, eliminate n outcomes containing all
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the reported ones, then implement λ over the remaining p outcomes. The
latter are ranked weakly higher than 2, · · · , p + 1 for each agent, so we
conclude that V T ⊗ λ is feasible.

If now λ ∈ M(n, p), we fix an index k ∈ [p − 1] and an (n, p)-profile π
ensuring property (13) as in the premises of Lemma 4. We construct the
following (n, p+ n) profile θ

≺1 a1

p︷︸︸︷
π a2 · · · an

· · · · · · π · · · · · ·
≺n an π a1 · · · an−1

(14)

where the initial profile π on p outcomes occupies the ranks 2 to p + 1,
while the preferences over the n other outcomes are cyclical. If a lottery `
implements V T ⊗ λ at θ it can put no weight on any ai outcome because
(V T⊗λ)1 = 0, therefore the restriction of ` to the outcomes of π implements
λ at π, so property (13) holds for ranks 2 to p+ 1 as well as for the first one
and the last n− 1 ones.

That RD ⊗ λ is feasible, resp. maximal if λ is follows from the duality
relation (12) and the fact that duality respects maximality and feasibility
(Proposition 3). Here is for completeness the protocol implementing RD⊗λ
if λ is a boundary feasible lottery: agents report their best outcome, then
we pick n outcomes containing all reports; with probability nλ+

nλ++1 we choose

one of those uniformly, and with probability 1
nλ++1 we implement λ among

the remaining p outcomes. �
Definition 6 Canonical guarantees

Fix n, p, 3 ≤ n < p, s. t. d = bp−1
n c and p = dn + q for some q = 1, · · · , n.

Each sequence Γ = (Γt)ht=1 in {V T,RD} of length h, h ≤ d, defines a
canonical guarantee Γ1⊗Γ2⊗· · ·⊗Γh by iterating the composition operation,
i.e.,

Γ1 ⊗ Γ2 ⊗ · · · ⊗ Γh = Γ1 ⊗ (Γ2 ⊗ (· · · ⊗ Γh) · · · )
where Γh acts on (d − h + 1)n + q outcomes, Γh−1 ⊗ Γh acts on
(d−h+2)n+q outcomes, etc. We write their set as C(n, p), of cardinality
2d+1 − 2.

By Lemma 3 and the fact that the composition by each Γt adds n out-
comes to the previous ones, all canonical lotteries are maximal. By duality
(12), canonical lotteries come in dual pairs: exchanging V T and RD in each
term of the sequence Γ produces the dual lottery.

An important observation is that each λ ∈ C(n, p) is uniform on its
support, therefore determined by this non full support. This implies that it
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is a vertex of G(n, p) (the proof mimicks that of statement iii) in Proposition
1), hence also a vertex ofM(n, p).

We give some examples.
If d = 1 (p ≤ 2n) V T (n, p) and RD(n, p) are the only canonical guaran-

tees.
Constant sequences: the composition of h veto steps, or of h random

dictator steps, gives dual lotteries of a similar shape: their support is at the
extreme ranks or in the center:

h︷ ︸︸ ︷
V T ⊗ · · · ⊗ V T = (

h︷ ︸︸ ︷
0, · · · , 0, 1

p− nh, · · · ,
1

p− nh,
(n−1)h︷ ︸︸ ︷

0, · · · , 0)

h︷ ︸︸ ︷
RD ⊗ · · · ⊗RD = (

(n−1)h︷ ︸︸ ︷
1

nh
, · · · , 1

nh
, 0, · · · , 0,

h︷ ︸︸ ︷
1

nh
, · · · , 1

nh
)

A simple protocol for the former gives h veto tokens to each agent, then
randomises uniformly between the remaining outcomes, even if there are
more than p−nh of those (which will only improve the guaranteed welfare).
To implement the latter we elicit from each agent her h top outcomes, then
randomise uniformly between any nh outcomes containing all reported tops,
adding arbitrary outcomes if the reported ones are fewer than nh. The last
instruction is important: ignoring it could result in giving too much weight
to someone’s worst outcomes (as illustrated in the example of section 1).

For d = 2 we have six canonical guarantees, four from the constant
sequences and a dual pair from (V T,RD) and (RD,V T ). For instance in
C(3, 7):

V T ⊗RD = (0,
1

3
,
1

3
, 0,

1

3
, 0, 0) ; RD ⊗ V T = (

1

4
,
1

4
, 0,

1

4
, 0, 0,

1

4
)

The protocol for RD ⊗ V T selects three outcomes containing the top ones
of each agent; then with probability 3/4 it picks one of those uniformly, and
with probability 1/4 plays V T (3, 4) among the remaining outcomes.

Our final example is in C(3, 11) where d = 3 and we have three pairs of
non constant sequences of length three, for instance:

(RD,V T, V T )→ λ = (
1

5
,
1

5
, 0, 0,

1

5
,
1

5
, 0, 0, 0, 0,

1

5
)

(RD,V T,RD)→ λ = (
1

6
,
1

6
, 0,

1

6
,
1

6
, 0, 0,

1

6
, 0, 0,

1

6
)
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5 General results with three or more agents

5.1 Maximal guarantees for 3 ≤ n < p ≤ 2n
If d = 1 we have only two canonical guarantees V T (n, p) and RD(n, p) and
by Proposition 3 any convex combination of UNI(p) with one of these two is
also maximal. It turns out that, for the most part, this exhausts all maximal
guarantees.

Theorem 1
i) For any n, p s. t. 3 ≤ n < p let λvt, λrd, λuni be the guarantees from
V T (n, p), RD(n, p) and UNI(p). Then

[λuni, λvt] ∪ [λuni, λrd] ⊂M(n, p) (15)

ii) This is an equality if p ≤ 2n−2 and if p = 2n except when (n, p) = (4, 8)
or (5, 10).

The proof is in the Appendix.
Our next result explains why additional maximal guarantees appear in

the cases excluded by statement ii) above and describes the full setM(n, p)
in two such cases.

Proposition 4
i) If p = 2n− 1 and if (n, p) = (4, 8) or (5, 10), the inclusion (15) is strict.
ii) For n = 3, p = 5 there are two dual pairs of maximal guarantees on the
boundary of ∆(5): V T (3, 5), RD(3, 5) and the pair

λ = (
1

2
, 0, 0,

1

2
, 0) ; λF = (

1

3
, 0,

1

3
,
1

3
, 0)

The set M(3, 5) is the union of the four intervals joining UNI(5) to these
guarantees.
iii) For n = 4, p = 7 there are three dual pairs of maximal guarantees on
the boundary of ∆(7): V T (4, 7), RD(4, 7) and the two pairs

λ = (
1

2
, 0, 0, 0,

1

2
, 0, 0) ; λF = (

1

5
,
1

5
, 0,

1

5
,
1

5
,
1

5
, 0)

µ = (
1

3
,
1

9
,
2

9
, 0, 0,

1

3
, 0) ; µF = (

1

4
, 0,

1

4
,
1

4
,

1

12
,
1

6
, 0)

The set M(4, 7) is the union of the six intervals joining UNI(7) to these
guarantees.

Proof
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Statement i). Assume p = 2n − 1. At any profile we can choose a set of
n − 1 outcomes meeting (containing at least one of) the top two outcomes
of each agent. A uniform lottery over these outcomes guarantees to every
agent a probability of at least 1

n−1 for his top two outcomes. Hence there
must be a maximal guarantee that does that, but neither UNI(p), V T (n, p)
nor RD(n, p) does this, hence neither does a convex combination of these.

For (4, 8) one checks easily that we can always choose a triple of outcomes
meeting the top three outcomes of each agent in at most one element. A
uniform lottery over the complement of that triple guarantees to every agent
at least 2

5 for his top three outcomes, and the argument is completed as
above. For (5, 10), a simple case check shows that we can choose a triple of
outcomes meeting the top three outcomes of each agent. A uniform lottery
over them guarantees to every agent at least 1

3 for his top three outcomes,
and the argument is completed as above.
Statements ii) and iii). The protocols implementing λ and λF in each case
follow the same logic as above. For λ we can always pick two outcomes x, y
meeting the top two (when (n, p) = (3, 5)) or three (when (n, p) = (4, 7)) of
any agent, then we draw x and y each with probability 1

2 . For λ
F we can

always pick two outcomes x, y such that the worst two (when (n, p) = (3, 5))
or three (when (n, p) = (4, 7)) of any agent contain at least one of them,
then we randomise uniformly over the remaining outcomes.

We omit for brevity the tedious arguments, available upon request from
the authors, showing that these guarantees, as well as µ and µF are maximal,
and generate the entire setsM(3, 5) andM(4, 7). �

Note that, in particular, Theorem 1 and Proposition 4 give a full de-
scription of maximal guarantees whenever 3 ≤ n < p ≤ n+ 3.

5.2 Maximal guarantees for 3 ≤ n < p
For higher values of d = bp−1

n c we know only a few general facts about
the structure of M(n, p). Lemma 2 in Proposition 3 provides our best
clue. For any z ∈ G(n, p)	 such that G(n, p) intersects the hyperplane
H = {y|z · y = 0}, the intersection H ∩ G(n, p) is a face of G(n, p), in
particular a polytope. The Lemma tells us that such a face defined by a
vector z with increasing coordinates is a subset of M(n, p), and that all
maximal guarantees obtain for some z. This proves the following.

Proposition 5 For 3 ≤ n < p, the set M(n, p) is a finite union of
faces of the polytope G(n, p), each having UNI(p) as a vertex.

Our second main result identifies a large subset ofM(n, p) constructed
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from the canonical guarantees.

Theorem 2 Fix n, p s. t. 3 ≤ n < p, d = bp−1
n c.

For each sequence Γ of length d in {V T,RD}, the canonical guarantees from
the d initial subsequences3 of Γ, plus the uniform guarantee, are the vertices
of a simplex of dimension d contained in M(n, p).

The proof is in the Appendix.
The simplest example not covered in Theorem 1 is n = 3, p = 7, so d = 2.

Theorem 2 describes four triangles of maximal guarantees coming in dual
pairs. The uniform lottery is always a vertex and the other two vertices are
canonical guarantees:

sequence vertex 1 vertex 2
V T, V T (0, 1

4 ,
1
4 ,

1
4 ,

1
4 , 0, 0) (0, 0, 1, 0, 0, 0, 0)

RD,RD (1
3 ,

1
3 , 0, 0, 0, 0,

1
3) (1

6 ,
1
6 ,

1
6 ,

1
6 , 0,

1
6 ,

1
6)

V T,RD (0, 1
4 ,

1
4 ,

1
4 ,

1
4 , 0, 0) (0, 1

3 ,
1
3 , 0,

1
3 , 0, 0)

RD,V T (1
3 ,

1
3 , 0, 0, 0, 0,

1
3) (1

4 ,
1
4 , 0,

1
4 , 0, 0,

1
4)

where the dual pairs are the top two and the bottom two rows. In addition
to these four triangles, the maximal setM(3, 7) also contains two intervals,
joining UNI(7) to each of the following two dual non canonical guarantees:

λ = (
1

3
, 0, 0,

1

3
,
1

3
, 0, 0) ; λF = (

1

4
,
1

4
, 0, 0,

1

4
,
1

4
, 0)

In general, we keep in mind that many more guarantees than the ones
described in Theorem 2 are maximal. Pick any non canonical guarantee
λ in M(n, p) ∩ ∂∆(p), for instance those described in Proposition 4 or in
the previous paragraph: by Lemma 3 successive compositions of λ with V T
and/or RD generate, for any h ≥ 1, 2h non canonical maximal guarantees
inM(n, p+ hn) ∩ ∂∆(p+ hn).

6 Concluding comments

The set M(n, p) remains simple if n = 2 and/or p ≤ 2n (Proposition 2
and Theorem 1), but its combinatorial/geometric structure becomes com-
plicated, perhaps severely, as pn increases while n ≥ 3. Questions that remain
open for further investigation include:

• can we get new maximal guarantees by other convex combinations of
canonical guarantees than those described in Theorem 2? We conjec-
ture the answer is No.

3 I. e., the guarantees Γ1,Γ1 ⊗ Γ2,Γ1 ⊗ Γ2 ⊗ Γ3, etc..

22

 
Documents de travail du Centre d'Economie de la Sorbonne - 2021.12



• what is the maximal dimension of a simplicial component ofM(n, p)?
We conjecture it is d = bp−1

n c.

• can we evaluate the number of such components?

The early voting by veto literature stresses the guarantees it offers to
coalitions of like-minded voters ([26]). We could similarly define, given n
and p, a guarantee for each size of a coalition, and try to link our model-
ing approach to the design of voting rules where the strategic formation of
coalitions promotes stability ([23], [24],[25]).

Even for the individual guarantees discussed here, it may be possible to
connect a maximal guarantee with the "best" game form(s) to implement it,
where best may refer to simplicity, or to strategic or normative properties.

7 Appendix

7.1 Proof of Lemma 2

We prove the only if statement: for any λ ∈M(n, p) we can find a vector z
as in Lemma 2.

Consider the following cone W in Rp:

W = {z =

n∑
i=1

u∗i | for some U = (ui)
n
i=1 s.t.

n∑
i=1

ui = 0} (16)

By its characteristic property (3) G(n, p) is the intersection of W	 with
∆(p), therefore G(n, p)	 is the Minkowski sum of

←→
W and Rp−, where

←→
W is the

convex hull of W . Moreover the identity
∑

(i,k)∈[n]×[p] u
∗
ik =

∑
(i,a)∈[n]×A uia

implies
∑p

k=1 zk = 0 in W , therefore
←→
W = G(n, p)	 ∩ {z|

∑p
k=1 zk = 0}.

We fix now a maximal guarantee λ and define the sub-cone Z of
←→
W :

Z = {z ∈ G(n, p)	|
p∑

k=1

zk = 0 and λ · z = 0}

This cone is convex, and every element of Z satisfies z1 ≤ z2 ≤ · · · ≤ zp,
because these inequalities hold in W . To prove that Z contains some z s. t.
z1 < z2 < · · · < zp, we choose in Z one ẑ in which the number of equalities
between consecutive coordinates of ẑ is as small as possible. If there is no
equality we are done. Otherwise, assume that the first equality is ẑk = ẑk+1.
We will show the existence of some z ∈ W s. t. zk < zk+1 and λ · z = 0:
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this leads to a contradiction because ẑ + z ∈ Z has fewer equalities than ẑ.
Consider two cases.

Case 1 λk > 0
We proceed by contradiction and assume that if z ∈ W and zk < zk+1,

then λ · z < 0.
Call Π the set of profiles U = (ui)

n
i=1 such that

n∑
i=1

ui = 0 and u∗1k = 0 , u∗1,k+1 = 1 (17)

The corresponding vector z =
∑n

i=1 u
∗
i is in W therefore

∑n
i=1 λ ·u∗i < 0

for all U ∈ Π. We show next, again by contradiction, that the supremum of∑n
i=1 λ · u∗i over Π cannot be zero.
If it is, there is a sequence U s in Π s. t. the sequence

∑n
i=1 λ · us∗i

converges to zero. By taking subsequences, we can make sure that for each
i, the way each usi orders the outcomes in A does not depend on s (but
depends on i). Then for each i there is a lottery λi on A, its coordinates a
permutation of those of λ, s.t. λ · us∗i = λi · usi for all s.

Consider the polyhedron Q of n × p matrices X = [xai ]i∈[n],a∈A defined
by three sets of conditions:

in each row i the entries are ordered the same way as in every usi∑n
i=1 x

a
i = 0 in each column a

x1a = 0, x1b = 1 where a and b are the outcomes ranked k and k+ 1 by each
us1

Note that Q is non empty because it contains each matrix U s.
By construction each X in Q defines a profile in Π and λ · x∗i = λi · xi

for all i. Therefore we have
n∑
i=1

λi · xi < 0 for all X ∈ Q

lim
s→∞

n∑
i=1

λi · usi = 0 for the sequence U s in Q

This is impossible: if the closed polyhedron Q is disjoint from the hyperplane
H :

∑n
i=1 λ

i · xi = 0, it cannot contain points arbitrarily close to H.
Thus there is some positive ε s.t. for any profile U in Π we have

∑n
i=1 λ ·

u∗i < −ε, and we can now conclude the proof in Case 1. These inequalities
imply for any profile U :

{
n∑
i=1

ui = 0 and u∗1k < u∗1,k+1} =⇒
n∑
i=1

λ · u∗i ≤ −ε(u∗1,k+1 − u∗1k) (18)
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Indeed if u∗1,k+1 − u∗1k = 1 the profile (u1 − u∗1k1, u2 + u∗1k1, u3, · · · , un) is in
Π, and rescaling our profile by 1

u∗1,k+1−u∗1k
implies the claim.

Note that in (18) we can replace coordinate 1 by any coordinate i. There-
fore we have

n∑
i=1

ui = 0 =⇒
n∑
i=1

λ · u∗i ≤ −
ε

n

n∑
i=1

(u∗i,k+1 − u∗ik) (19)

Because λk > 0, the lottery µ obtained from λ by shifting ε
n or λk,

whichever is less, from λk to λk+1 dominates λ, and property (19) implies
it is feasible.

Case 2 λk = 0
In this case, because ẑ ∈ ←→W it is a sum of m elements zj ∈ W, j ∈ [m],

each zj defined by n utilities (uji )
n
i=1 as in (16). Note that if k > 1 then

uj0∗i0,k−1 < uj0∗i0,k for some i0, j0. Pick such i0 and j0 (or arbitrary ones if k = 1).

Let a ∈ A be s. t. uj0∗i0,k = uj0i0,a. For some small ε > 0, modify (uj0i )ni=1 to

(ui)
n
i=1 by letting ui0,a = uj0i0,a − ε, ui1,a = uj0i1,a + ε for some i1 6= i0, and

leaving all other utilities unchanged. Because λk = 0 and by our choice of
i0,j0, for small enough ε we have

∑n
i=1 λ · u∗i ≥

∑n
i=1 λ · u

j0∗
i = λ · zj0 = 0.

As λ is feasible, this must be an equality, and therefore z =
∑n

i=1 u
∗
i ∈ Z

and satisfies zk < zk+1 by construction. �

7.2 Proof of Lemma 4

Statement If. Pick two guarantees λ, µ in G(n, p), such that λ meets the
property above while µ ` λ. Pick k ∈ [p − 1] and a profile π as in the
statement. Choose a lottery ` implementing µ at π and an agent i reaching
the maximum in (13): we have [`∗i]k1 ≤ [µ]k1 ≤ [λ]k1 and [`∗i]k1 = [λ]k1. As k
was arbitrary in [p− 1] we conclude µ = λ therefore λ is maximal.

Statement Only If. Suppose now that λ ∈ G(n, p) fails the property in the
Lemma: there is some k and some ε > 0 s. t. at any profile π there is some
lottery ` implementing λ at π and such that

max
i∈[n]

[`∗i]k1 = [λ]k1 − ε (20)

We must show that λ is not maximal. Suppose first λk > 0 and construct
λ′ dominating λ by shifting a weight δ, smaller than ε and λk, from λk to
λk+1 (and no other change). The lottery λ′ is still in G(n, p): at a profile
π the lottery ` implementing λ and meeting (20) implements λ′ as well.
Suppose next λk = 0. Then we have for all i
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[`∗i]k−1
1 ≤ [`∗i]k1 ≤ [λ]k1 − ε = [λ]k−1

1 − ε

so that if λk−1 is positive we can apply the previous argument. If λk−1 = 0
again, we repeat this observation until we find some positive λt, t ≤ k − 2,
whose existence is assured by (20). �

7.3 Proof of Theorem 1

Step 1. Recall the following notion from the Shapley-Bondareva theorem. A
family S1, . . . , Sm of subsets of [p] is balanced if there exist positive weights
γ1, . . . , γm such that

∑
i:j∈Si γi = 1 for every j ∈ [p].

Lemma 5 Assume that p ≤ 2n − 2, or p = 2n but n 6= 4, 5 and let
2 ≤ k ≤ bp2c. Then there exists a balanced family S1, . . . , Sm of subsets of
[p] of size k each, such that m ≤ n.

Assume first that p ≤ 2n−2 and 2 ≤ k ≤ bp2c. If k divides p the lemma is
obvious (take a partition of [p]). Suppose p = tk+r where 1 ≤ r ≤ k−1. Let
Si = {(i− 1)k+ 1, . . . , ik} for i = 1, . . . , t. Also, let Si = Ci∪{tk+ 1, . . . , p}
for i = t + 1, . . . , t + k, where the sets Ci are of size k − r and form the k
cyclic intervals in a cyclic arrangement of St. Let γ1 = · · · = γt−1 = 1, γt =
r
k , γt+1 = · · · = γt+k = 1

k . These weights make S1, . . . , St+k a balanced
family, and it remains to check that t+ k ≤ n.

We have t + k < p
k + k ≤ max{ px + x : x ∈ [2, p2 ]} = p+4

2 . If p ≤ 2n − 2
this gives t+ k < n+ 1 as desired.

Assume next p = 2n and 2 ≤ k ≤ n. When k divides p a partition
works, so we may assume that 3 ≤ k ≤ n − 1 and thus n ≥ 4. We further
exclude the exceptional cases n = 4, 5 and assume n ≥ 6. If k ≤ n − 2 we
still have p

k + k ≤ n+ 1 as in the original proof. Thus we may assume that
k = n − 1. We provide two variants of the construction of the balanced
family, depending on parity.

Case 1. k = n− 1 is even. Partition [p] = [2k + 2] into S, P1, . . . , P k
2

+1

where |S| = k and the other sets are pairs. Take S with weight 1, and for
each Pi, the union of all Pj , j 6= i, with weight 2

k . This gives a balanced
family of size k

2 + 2 < n.
Case 2. k = n− 1 is odd. Partition [p] = [2k+ 2] into S, T, P1, . . . , P k−1

2

where |S| = k, |T | = 3 and the other sets are pairs. Take S with weight 1,
for each Pi take the union of T and all Pj , j 6= i, with weight 2

k , and for
each element a of T take the union of {a} and all the Pi with weight 1

k . This
gives a balanced family of size k−1

2 + 4 ≤ n. �
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Step 2. Assume (n, p) are as in Lemma 5 and let 2 ≤ k ≤ p − 2. Then for
any λ ∈ G(n, p) we have [λ]k1 ≥ k

p .
By duality, it suffi ces to show this for 2 ≤ k ≤ bp2c. Let S1, . . . , Sm

with weights γ1, . . . , γm be a balanced family as in the lemma. Consider a
profile of preferences in which {aj : j ∈ Si} is the k-tail of the preferences
of agent i, i = 1, . . . ,m. Let ` be a lottery that implements λ at this profile.
Then 1 =

∑
a∈A `a =

∑m
i=1 γi

∑
j∈Si `aj ≤

∑m
i=1 γi[λ]k1 = p

k [λ]k1, implying
the desired inequality.

Step 3. We know from Proposition 3 and the maximality of λvt, λrd that
M(n, p) contains the union of the two intervals in the statement. Conversely
we fix λ ∈ G(n, p), where (n, p) are as in Lemma 5, and show that it is
dominated by a guarantee in those two intervals. We distinguish three cases.

Case 1. λp ≥ 1
p . Set λp = x and keep in mind that feasibility implies

x ≤ 1
n . We will show that λ is dominated (weakly) by the guarantee µ ∈

[λuni, λrd] s. t. µp = x : that is µk = x for 1 ≤ k ≤ n − 1 and µk = y for
n ≤ k ≤ p− 1, with nx+ (p− n)y = 1.

Set p = n+q and partition A as {a1, · · · , an}∪{b1, · · · , bq} then consider
a profile of preferences where for everyone:

the a-s occupy the ranks 1 to n − 1 and p and each a appears exactly
once in rank p;

the b-s occupy the ranks n to p− 1 and the pattern of the b-s is cyclical
for the first q agents.

Pick a lottery ` implementing λ at this profile. Then `a ≥ x for each
a implying [λ]k1 ≥ kx for 1 ≤ k ≤ n − 1; moreover λp = x by assumption.
It remains to show that [λ]pp−r ≤ x + ry for 1 ≤ r ≤ q − 1. Indeed by
summing the implementation constraints for the top r + 1 outcomes of the
first q agents, we get (denoting the top outcome of agent i by ai):

q[λ]pp−r ≤
q∑
i=1

`ai + r

q∑
i=1

`bi = (

q∑
i=1

`ai +

q∑
i=1

`bi) + (r − 1)

q∑
i=1

`bi

≤ (1− (n− q)x) + (r − 1)(1− nx) = q(x+ ry)

Case 2. λ1 ≤ 1
p . Set λ1 = x and p = n+ q. We show similarly that λ is

dominated (weakly) by the guarantee µ ∈ [λuni, λvt] s. t. µ1 = x : that is
µk = x for p−n+2 ≤ k ≤ p and µk = y for 2 ≤ k ≤ q+1, with nx+qy = 1.

We consider a profile of preferences over the outcomes in {a1, · · · , an} ∪
{b1, · · · , bq} where:

the a-s occupy the ranks 1 and p−n+ 2 to p and each a appears exactly
once in rank 1;
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the b-s occupy the ranks 2 to q + 1 and the pattern of the b-s is cyclical
for the first q agents.

Then the proof mimicks that in case 1 by showing first that a lottery
implementing λ at this profile has [λ]pp−k+1 ≤ kx for 1 ≤ k ≤ n − 1, then

focusing attention on the first q + 1 ranks to show [λ]r+1
1 ≥ x + ry for

1 ≤ r ≤ q − 1. We omit the details.

Case 3. λp < 1
p < λ1. Combining these inequalities with those in step 2

we see that λ is strictly dominated by λuni. �

7.4 Proof of Theorem 2

We fix 1 ≤ q ≤ n such that p = dn+q and prove the statement by induction
on d. It is clear for d = 1 as {V T} and {RD} are the only two sequences
and the intervals [UNI(p), V T (n, p)], [UNI(p), RD(n, p)] are inM(n, p).

Fix d ≥ 2 and consider a sequence Γ ∈ {V T,RD}d starting with Γ1 =
V T . By its definition (10) the composition by V T commutes with con-
vex combinations of Γ2,Γ2 ⊗ Γ3, · · · . Using the notation V EX[ · ] for such
combinations we have

V EX[V T, V T ⊗ Γ2, · · · , V T ⊗ Γ2 ⊗ · · · ⊗ Γd] = (21)

= V T ⊗ V EX[UNI,Γ2,Γ2 ⊗ Γ3, · · · ,Γ2 ⊗ · · · ⊗ Γd]

where by the inductive assumption the second convex combination of canon-
ical guarantees in C(n, p − n) and of UNI(p − n) is a maximal guarantee.
By Lemma 3 so is the left-hand convex combination λ, and by Proposition
3 so is a convex combination of UNI(p) and λ.

The proof of the inductive step for a sequence starting from RD is more
involded, because RD does not commute with convex combinations, even of
boundary lotteries: therefore property (21) where RD replaces V T can only
be true if the two sides use different convex combinations.

Observe first that if the boundary lottery λ is maximal, λ ∈ M(n, p −
n)∩∂∆(p−n), then any µ = V EX[RD(n, p),RD⊗λ] is inM(n, p)∩∂∆(p)
as well. That µ is on the boundary is clear. By (11) µ takes the form

µ = (

n−1︷ ︸︸ ︷
α

n
, · · · , α

n
, (1− α)λ,

α

n
)

Consider a profile similar to (14) in the proof of Lemma 3, where by maxi-
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mality of λ we choose π ensuring property (13) in Lemma 4:

≺1 a1 · · · an−1

p−n︷︸︸︷
π an

· · · · · · · · · π · · ·
≺n an · · · an−2 π an−1

If the lottery ` implements µ at this profile we have `ai = α
n therefore its

weight on the remaining p−n outcomes in π is (1−α) and the claim follows
by Lemma 4 again.

We fix now an arbitrary convex combination

Λ =
d∑
j=2

αjRD ⊗ Γ2 ⊗ · · · ⊗ Γj

in G(n, p) and claim that it takes the form RD ⊗ λ where λ is some other
convex combination

λ =

d∑
j=2

βjΓ
2 ⊗ · · · ⊗ Γj .

This claim allows us to complete the induction step as follows. By the in-
duction hypothesis, λ is inM(n, p−n), and it is easy to see (and explained
in detail below) that it is on the boundary. By what we just observed, any
V EX[RD(n, p),RD ⊗ λ] is also maximal; by the claim this means that any
convex combination of the guarantees corresponding to the initial subse-
quences of Γ starting with RD is maximal. Finally, Proposition 3 handles
the addition of the uniform guarantee.

Proof of the claim. Recall that canonical guarantees are uniform on
their support, which we now describe for the canonical guarantees in our
sequence. We partition the ranks 1, · · · , p into subsets S1, · · · , Sd+1 each of
size n except for the last one of size q. The set S1 is the support of RD(n, p)
(the ranks 1 to n− 1 and p). If Γ2 = RD then S2 has the ranks n to 2n− 2
and p− 1, and the support of RD ⊗ Γ2 is S1 ∪ S2. If Γ2 = V T then S2 has
the rank n and those from p− n+ 1 to p− 1, and the support of RD ⊗ Γ2

is S1 ∪ S3 ∪ · · · ∪ Sd+1 (the complement of S2). Continuing in this fashion,
each Γj defines a new set Sj that is added to its support if Γj = RD, while
if Γj = V T we add Sj+1 ∪ · · · ∪ Sd+1 to the support. We keep track of this
construction by entering a one for sets in the support and a zero for those
outside it: with the notation ε ∈ {0, 1} and ε′ = 1−ε our sequence in C(n, p)
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is described by a table as follows

S1 S2 S3 S4 · · · Sd Sd+1

RD ⊗ Γ2 1 ε2 ε′2 ε′2 · · · ε′2 ε′2
RD ⊗ Γ2 ⊗ Γ3 1 ε2 ε3 ε′3 · · · ε′3 ε′3

· · · · · · · · · · · · · · · · · · · · · · · ·
RD ⊗ Γ2 ⊗ · · · ⊗ Γd 1 ε2 ε3 ε4 · · · εd ε′d

where εj = 1 if Γj = RD, εj = 0 if Γj = V T .
Defining Θk = n

∑k
j=2 εj + (p− kn)ε′k we see in the table that Θk is the

size of the support of Γ2 ⊗ · · · ⊗ Γk, while that of RD ⊗ Γ2 ⊗ · · · ⊗ Γk has
cardinality Θk + n. On its support RD⊗ Γ2 ⊗ · · · ⊗ Γk is worth 1

Θk+n while

Γ2 ⊗ · · · ⊗ Γk is 1
Θk
on its own support.

Clearly, but critically, there is a column with only zeroes: this holds if
ε2 = 0 (Γ2 = V T ), or if ε2 = 1 but ε3 = 0, etc.., until, if εj = 1 for all j, the
last column is null. A symmetric argument shows that in addition to the
first column, there is another column full of ones. The first remark implies
that Λ and λ are respectively in ∂∆(p) and ∂∆(p− n); the second that the

maximal coordinate of λ is λ+ =
∑d

j=2
βj
Θj
. Now we select the coeffi cients

βj such that

1

nλ+ + 1

βj
Θj

=
αj

Θj + n
for all j = 2, · · · , d, and

d∑
j=2

βj = 1

Check that β is well defined because summing the first d−1 equalities above
implies

nλ+

nλ+ + 1
=

d∑
j=2

n

Θj + n
αj < 1

which determines λ+. After rearranging the equation above as

1

nλ+ + 1
=

d∑
j=2

Θj

Θj + n
αj

the last equality
∑d

j=2 βj = 1 follows.
We check finally the equality Λ = RD ⊗ λ for this choice of β. Because

λ ∈ ∂∆(p−n) the lottery RD⊗λ is given by (11): in particular it is constant
on each set Sk, just like Λ. We see in the table that RD ⊗ λ equals λ+

nλ++1

in S1, while Λ is worth
∑d

j=2
αj

Θj+n
so they coincide. Each entry in another

column Sk at row j adds ε 1
nλ++1

βj
Θj
to RD ⊗ λ and ε αj

Θj+n
to Λ, where ε is

the coeffi cient of that particular entry, so the desired equality follows. �
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