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Abstract
We evaluate the ability of Bert embed-
dings to represent tense information, tak-
ing French and Chinese as a case study. In
French, the tense information is expressed
by verb morphology and can be captured
by simple surface information. On the con-
trary, tense interpretation in Chinese is
driven by abstract, lexical, syntactic and
even pragmatic information. We show that
while French tenses can easily be predicted
from sentence representations, results drop
sharply for Chinese, which suggests that
Bert is more likely to memorize shallow
patterns from the training data rather than
uncover abstract properties.

1 Introduction
The success of deep learning in many NLP
tasks is often attributed to the ability of neu-
ral networks to learn, without any supervi-
sion, relevant linguistic representations. Many
works have tried to identify which linguis-
tic properties are encoded in the words and
phrases embeddings uncovered during train-
ing. For instance, Belinkov et al. (2017) and
Peters et al. (2018) studies the capacity of neu-
ral networks to uncover morphological infor-
mation and Linzen et al. (2016), Tenney et al.
(2019) or Hewitt and Manning (2019) (among
many other) syntactic information. These
works are based on the definition and study
of linguistic probes: a probe (Alain and Bengio,
2017) is trained to predict linguistic properties
from the representation of language; achieving
high accuracy at this task implies these prop-
erties were encoded in the representation.

However, as pointed out by Hewitt and Man-
ning (2019), these approaches suffer from a
major drawback: there is no guarantee that
the probes’ good performances result from the

ability of the representations to capture rele-
vant linguistic properties rather than to mem-
orize a large number of labeling decisions. In-
deed, in most of the tasks considered so far, la-
bels could be deduced directly from surface in-
formation, namely the word form (its morphol-
ogy) and the word position in the sentence.
Given the huge number of parameters of cur-
rent models, there is a high risk that they are
only able to extract and memorize lexically-
marked patterns from training data with low
(if any) generalization power.

To shed new light on this question, we con-
sider, in this work, a multilingual linguistic
probe, the goal of which is to predict the tense
of a sentence (i.e. the location in time of an
utterance). We compare the performance of
this probe on two languages, French, which
expresses tense by the verb morphology, and
Chinese, in which, as explained in §2, the
tense is expressed by a combination of lexi-
cal, syntactic and pragmatic cues. If intu-
itively the tense can be predicted from sim-
ple surface patterns in French, predicting the
tense of a Chinese sentence requires capturing
the interaction of all sentence-level factors re-
lated to time, and sometimes even the contex-
tual information from the previous utterances.
Contrasting the performance achieved by the
probe on several languages ensures that the
linguistic properties we detect are actually cap-
tured by the representation learned by Bert
and not by the probe, and thus to avoid a
common pitfall of this kind of approaches (Be-
linkov and Glass, 2019; Barrett et al., 2019).

This work has two main contributions: first,
we highlight the interest of contrasting linguis-
tic probes on different languages; second, our
experiments (§3-4) show that Bert has a pref-
erence for learning lexically marked features



over lexically unmarked features and, conse-
quently, is not able to extract an abstract rep-
resentation that can be applied to (groups of)
words that have not been seen at training time.

2 Tense and Aspect

Languages can roughly be classified under two
categories: tense language and aspect lan-
guage, depending on how they denote time
relations (Xiao and McEnery, 2004). Tense
indicates the temporal location of a situa-
tion, while aspect, according to Comrie (1998),
refers to “the different ways of viewing the in-
ternal temporal constituency of a situation”
and denotes how speakers view it in terms of
its duration, frequency and whether or not it
is completed. In tense language, like English
or French, the tense and aspect are often en-
coded simultaneously in verb morphology. For
example, the simple past in English locates a
situation before the speech time and is often
indicated by the -ed inflection(e.g. worked).
Similarly, the French past tense imparfait is
marked by the -ait inflection in il travaillait
(he worked). Contrary to these two tense lan-
guages, Mandarin Chinese does not have a
grammatical category of tense (Smith, 1997)
and the verb morphology never changes. Fig-
ure 1 presents five sentences with the Chinese
verb加班 (jiaban, work overtime): while these
sentences have different tenses (simple past,
present progressive, habitual present, past pro-
gressive and future), the form of the verb is
always the same.

The notion of tense in Mandarin Chinese is
lexicalized and is often indicated by content
words like adverbs of time; aspectual infor-
mation is systematically conveyed by aspect
markers. As an aspect language, the temporal
interpretation of a verb is tightly related to
the notion of aspect. For instance, as noticed
by Lin (2006), a verb marked by a perfective
aspect particle such as了 (le) often gets a past
interpretation, such as in the first sentence of
Figure 1. And imperfective aspect privileges
a present interpretation: in the example 1.2,
the same verb is marked by the imperfective
aspect particle 在 (zai), which explains why
the sentence gets a present interpretation.

However, according to the genre of the text,
only 2% to 12% of verbs in Chinese have aspect

markers (McEnery and Xiao, 2010)1 and the
tenses should often be inferred from contextual
cues like lexical and syntactic features when
there is no explicit aspect marker(Saillard,
2014). For instance, in the absence of as-
pect marker in sentence 1.3, the adverb 常
常 (changchang, often) leads to a habitual
present interpretation. These contextual cues
can even invalidate the default correlation of
time and aspect we have previously described,
as in example 1.4, in which the verb group
gets a past interpretation even if it is marked
by an imperfective aspect particle because of
the past temporal context introduced by the
adverbial clause. Finally, in example 1.5, the
modal auxiliary 会 (hui) and temporal expres-
sion 晚上 (wanshang, tonight/in the evening)
lead to a future-tense interpretation.

Thus, unlike French and English, the time
of a Chinese sentence can only rarely be de-
duced from a surface analysis of the sentence
(i.e. from the characters composing its words)
and in order to determine the tense, it is nec-
essary to take into account both syntactic and
even pragmatic information.

3 Creating a Corpus Annotated
with Tense Information2

The tense prediction task we consider in this
work requires corpora in which the tense of
each verb is identified. To the best of our
knowledge, there is no such publicly available
corpus. For languages such as French or En-
glish, in which tenses are described by verb
morphology, it is possible to easily build such
corpus from morpho-syntactically labeled tree-
banks (e.g. from the UD project (Zeman et al.,
2020)). However, this approach cannot be
readily generalized to languages such as Chi-
nese, in which, time is not explicitly marked.

We propose to leverage parallel French-
Chinese corpora to obtain tense annotations
for Chinese sentences automatically. Our ap-
proach relies on two hypotheses. First, we as-
sume that the tense of a translated sentence
(target sentence) is the same as the tense of

1Aspect markers occur more frequently in narrative
texts than in expository texts

2The code of all our experiments as
well as the corpora we used in this work
can be downloaded from https://github.com/
bingzhilee/tense_Representation_Bert.

https://github.com/bingzhilee/tense_Representation_Bert
https://github.com/bingzhilee/tense_Representation_Bert


(1) 他 加班 了。
Ta jiaban le
Pron.3sg work_overtime Pfv
He worked overtime.

(2) 他 在 加班。
Ta zai jiaban
Pron.3sg Ipfv work_overtime
He is working overtime.

(3) 他 常常 加班。
Ta changchang jiaban
Pron.3sg often work_overtime
He often works overtime.

(4) 我 去 找 他 时， 他 在 加班。
Wo qu zhao ta shi, ta zai jiaban
Pron.1sg go find Pron.3sg time, Pron.3sg Ipfv work_overtime
When I went to see him, he was working overtime.

(5) 晚上 他 会 不 会 还 在 加班?
Wanshang ta hui bu hui hai zai jiaban
Tonight Pron.3sg MOD NEG MOD still Ipfv work_overtime
Will he still work overtime tonight?

Figure 1: Examples of different ways to express the tense in Chinese: tenses are indicated by both aspect
markers and a combination of lexical and syntactic cues and not by the verb morphology as in French or
English. Ipfv describes one of the two imperfective aspect markers and Pfv one of the two perfective
aspect markers

its original (source) sentence ignoring trans-
lationese effects (Toury, 2012; Baker et al.,
1993). Second, we decided to associate each
sentence with the tense of its main clause and
not label each verb tense. This assumption al-
lows us to mitigate errors related to the verbal
structures identifications and misalignments
between Chinese and French verbs as labels
are defined at the sentence level.

We considered, in this work, the French-
Chinese NewsCommentary3 parallel corpus
(Barrault et al., 2019). To extract tense infor-
mation, we use the Stanza pipeline (Qi et al.,
2020) with its pretrained French model to find
the root of each sentence and extract its tense
and its mode from its (automatic) morphologi-
cal analysis. We also use the dependency anal-
ysis to identify periphrastic catena expressing
future (aller + Infinitive) or past (venir de
+ Infinitive). With these information, we
can define the tense of each sentence easily by
mapping the tense of the root verb to one of
the three labels Present, Past or Future4

and the tense of a Chinese sentence is defined
as the tense of its French translation.

We evaluate our tense extraction procedure
3We consider the 15th version of the corpus as, ac-

cording to our preliminary experiments, most other
parallel corpora (e.g. OpenSubtitles) contains almost
exclusively sentences in the present tense.

4This mapping is more precisely defined in Ap-
pendix A Table 2

on the Pud corpus5. It appears that Stanza
is able to correctly predict the tense of 95%
of the sentences (i.e. identify the root of the
sentence and correctly predict its morphologi-
cal information). Therefore, we consider that
the tense labels are predicted with sufficient
quality to measure a model’s ability to capture
time information. However, most of the predic-
tion errors are due to the same construction:
the auxiliary être followed by the past partici-
ple of the verb, that can be used to form either
the passive voice or the passé composé tense of
a verb. As a result, most of our corpus’ pas-
sive sentence is labeled as Past while they are
at the present tense.

In the end, this procedure results in a corpus
of 4,764 documents containing 174,347 Chi-
nese and French sentences annotated with
tense information. As expected, most of the
sentences are in the present tense and the cor-
pus is highly unbalanced: 67% of the exam-
ples are labeled Present, 27% Past and only
6% Future. Our corpus also confirms the
observations reported in section 1 on the lim-
ited use of temporal markers in Chinese: only
16% of the sentences have an explicit tempo-
ral marker.6 We consider 80% of the data for

5Pud is a UD corpus that has not been used to train
the Stanza models.

6More precisely: 75% of sentences in the past, 88%
of sentences in the present and 85% of sentences in the



Chinese French
micro prec. macro prec. micro prec. macro prec.

featSVM 73% 60% – –
BertSVM 71% 57% 82% 75%
fineBert 77% 68% 94% 95%

Table 1: Results achieved by our different models in the tense prediction task.

training, 10% for testing and 10% for the vali-
dation set.

4 Experimental Results
Models The task of tense prediction con-
sists in finding, given a representation x ∈ Rn

of a sentence, a label describing its tense (see
§3 for a definition of these labels). We con-
sider three models. The first one, denoted
featSVM, uses a SVM and a set of hand-
crafted features designed to capture the infor-
mation identified as relevant for determining
the tense of a Chinese sentence. We rely on the
theoretical study of Smith and Erbaugh (2005)
to define the features:7 indicators to describe
the presence of aspectual markers (e.g. 了 or
过) or temporal adverbs (e.g.昨天 (yesterday)
or 明天 (tomorrow)), the sentence root verb,
modal auxiliaries (e.g. 会 (will (probably)), ...

Our second model, denoted BertSVM is
a simple SVM that uses, as sole sentence
representation, the embeddings generated by
pretrained multilingual Bert. We used the
second-to-last hidden layer of all tokens in the
sentence and did average pooling. The em-
beddings on [CLS] and [SEP] were masked
to zero before pooling, so they are not in-
cluded(Xiao, 2018). These representations
are kept unchanged. Finally, we consider
fineBert a neural network in which Bert
pretrained language representation are fine-
tuned on the tense prediction task. More
precisely, we stack a softmax layer on top of
the pre-trained Bert model and estimate the
weights of this layer while updating Bert pa-
rameters by minimizing the cross-entropy loss.

We used Google’s pre-trained Multilingual
cased Bert in our experiments. It was trained
on the entire Wikipedia dump for each lan-
guage. The French and Chinese training sets
have comparable sizes. The performance of
future have no explicit markings

7See Appendix B for a full description of the features
considered.

mBert on XNLI cross-lingual classification
is similar for these two languages: 76.9 for
French and 76.6 for Chinese (Martin et al.,
2019; Devlin et al., 2018).

In our experiments, we used the SVM im-
plementation provided by the sklearn li-
brary (Pedregosa et al., 2018) and Tensor-
Flow in our fine-tuning experiment. Hyper-
parameters of the SVM have been chosen by
5-folds cross-validation.

Results We evaluate the results of the tense
prediction task using both micro and macro
precision to account for the imbalance between
classes.8 Results are reported in Table 1.9
As expected, the best results both for French
and Chinese are achieved by fineBert, the
model in which the word and sentence rep-
resentations are tailored to the tense predic-
tion task. The relatively good performance
of the featSVM shows the relevance of the
considered features and validates the theoreti-
cal analysis of Smith and Erbaugh (2005). It
also highlights the difficulty of defining hand-
crafted features generic enough to capture
time information in all conditions.

Comparing performances achieved on Chi-
nese and French is particularly interesting
since it shows that our very simple architecture
is able to predict almost perfectly the tense
of French sentences (which can be deduced di-
rectly from the morphology of the verb and
therefore from a surface analysis) but that its
performance drops drastically when applied to
Chinese sentences, the tense of which has to be
inferred from a wide array of both lexical and
syntactic cues. This observation suggests that
the model is only memorizing patterns from

8The macro-precision calculates the precision inde-
pendently for each class, then takes the average (so all
classes are treated equally), while the micro-precision
aggregates the all classes’ contributions to calculate the
average metric.

9Table 3 in Appendix C provides the precision for
each class.



the training set rather than inferring a mean-
ingful representation of the sentence.

To corroborate this interpretation, we have
evaluated the performance of fineBert in
terms of the similarity between the test and
train data: for each language, we have trained
a 5-gram language model with Kneser-Ney
smoothing using KenLM (Heafield et al., 2013)
and divided the test set sentences into 3 groups
of equal size according to the probability that
the sentence was generated by the language
model.10 Because of the way tense is ex-
pressed in Chinese, ensuring that the verb of
the test sentences are not in the train set is not
enough. It appears, as expected, that perfor-
mance drops significantly when the similarity
of train and test sentences decreases: for Chi-
nese (resp. French), the macro precision drops
from 70% (resp. 96%) for the test phrases that
are the most similar to the train set to 66%
(resp. 93%) for the test phrases that are the
most different from the train set, while their
similarity with the train set (measured as the
mean of log10 p(x) over the test test) drops
from -30.62 to -93.93 (resp. -70.4 to -231.18).
Detailed results are presented in Appendix D.

These results clearly show that the higher
the similarity with the train sentences is, the
more accurate the model is. Again, this ob-
servation questions the capacity of the model
to capture relevant linguistic properties rather
than simply memorizing the training data.

Discussion Our experiments clearly show
that Bert prefers learning lexically marked
features rather than lexically unmarked fea-
tures. These results indicate that, even if sev-
eral confounders exist, neural networks tend
to memorize shallow patterns from the train-
ing data rather than uncover abstract linguis-
tic properties.

There is a first well-known confounding fac-
tor when interpreting probing results: high
classification accuracy could result from the
fact that the probe has learned the linguistic
task and not from the properties captured by
the representation. In our work, we avoid this
pitfall by considering a multilingual probe set-

10More precisely, we have ordered the sentences of
the test set according to their probability estimated by
the language model and considered the 5,814 first (resp.
last) sentences as the most different (resp. similar)
from the train set.

ting: our conclusions are not based on an ab-
solute score but on the comparison of the per-
formance achieved in French and Chinese by
the same probe.

The difference in performance between the
French and Chinese models is a second con-
founder. This difference can result from either
the training set size or the model’s architec-
ture tailored to extract only lexically-marked
information. In recent work, Warstadt et al.
(2020) suggests that it may be possible that, if
more data were available, Bert could eventu-
ally learn to predict Chinese tense. However,it
must be pointed out that the French model
achieves a precision of 76.9% and the Chinese
model a precision of 76.6% on the XLNI cross-
lingual classification task, the standard eval-
uation benchmark of sentence representation
models. Therefore, we believe that our conclu-
sions are not biased by the language modeling
performance.

There is a third and last possible con-
founder: it is possible that, as explained in
§2, sometimes, in Chinese the cues to tense
may appear in an earlier sentence. Gong et al.
(2012) showed that the tense of previous sen-
tences has a close relation to the current sen-
tence. Considering contextual features in our
feature-based SVM classifier only increases the
accuracy by 2%, therefore, we believe that this
factor has only a moderate impact.

5 Conclusion

We have shown that the performance of a tense
prediction model varies dramatically depend-
ing on how the language expresses time, a re-
sult that suggests that Bert is more likely to
memorize shallow patterns from the train set
rather than uncover abstract properties. Our
work also highlights the interest of comparing
linguistic probes across languages which opens
up a new avenue for research.
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A Mapping of French Tense
When building our corpus, the tense of each
sentence was deduced from the automatic mor-
phological analysis of its root verb using the
mapping defined in Table 2.

French passé composé describes a sit-
uation that was completed in the past
and emphasizes its results in the present.
Smith (1997)considers that the Passé composé
presents two tense values. When used to
present a given state of things, passé composé
is temporally present. When used to denote
past facts, passé composé, called a preterit
by Smith, is temporally past. Which tense
value of passé composé should we take into
account, the perfect present or past? Con-
cerning the translation of perfect present into
Chinese, it’s interesting to read the corpus
study of Xiao and McEnery (2004), according
to which the perfect present tense of English
is most frequently (71%) translated into Chi-
nese by perfective aspect. Whereas in Chinese,
Lin (2006) contends a preferential correlation
between perfective aspect and past tense. We
have thus decided to classify the passé com-
posé into the Past category.

B Features used in featSVM
1. Root verb: The root verb may de-

note some intrinsic features related to
tense(Xiao and McEnery, 2004) In the au-
tomatic morphological analysis generated
by Stanza, the root word is the verb with
a dependency label of root, or the Chinese
adjectives (Chinese adjectives can be used
as verbs) governed by root directly.

2. Aspect markers: Perfective aspect
marker (了 le, 过 guo) and the imperfec-
tive aspect marker (着 zhe).We didn’t con-
sider another imperfective aspect marker
(在 zai) because Stanza didn’t annotate
this marker.

3. Temporal nouns: We have extracted
a list of temporal nouns. These words
have been annotated by Stanza with
the dependency label nmod:tmod. A
complex sentence could contain multiple
nmod:tmod words. We only consider the
one that is governed by its root verb or
by the verb governed directly by the root

word. This list mainly contains words like
现在 (now), 明天 (tomorrow), 刚才 (just
now).

4. Temporal adverbs: We have deter-
mined a list of adverbs with temporal con-
notation. For example,已经 (already),一
直 (always), 曾 (once). These adverbs
have been annotated by Stanza with the
dependency label advmod. Like the tem-
poral nouns, we only take into account the
temporal adverb directly governed by the
root word.

5. Modal auxiliaries: Words that ex-
press necessity, expectation, possibility of
the action described by the verb. The
bounded situation in the future in Chi-
nese is often expressed by modal auxil-
iaries 要 (is going to) or 会 (it is probable
that).

6. Contextual tense: We consider the
tense of the previous sentence as con-
textual tense, which provides contextual
temporal cues for some Chinese sentences
that have no temporal words or aspect
markers at all.

7. Words and POS patterns: Combina-
tions of word and POS tag for each word
in the whole sentence. These features are
expected to capture some special syntac-
tic structure. For example, the structure
就要 + predicate +了 (...is going to hap-
pen) indicates a near-future situation.

C Performance of different models
for each class

Table 3 presents the results of different clas-
sifiers for each tense category. It shows that
more frequent data are more likely to be better
predicted: the Present class (67% of the exam-
ples) gets the highest score for all classifiers
except French FINEBERT.

D Results of the performance of
FineBert

Table 4 details the performance of FineBert
and the impact of the similarity between the
train and test sentences. The similarity is mea-
sured as the mean of log10 p(x) over the test
test.



Tense predicted for the root verb Label of the sentence
présent de l’indicatif Present

présent du conditionnel Present
présent de l’impératif Present

imparfait Past
plus-que-parfait Past

passé simple Past
passé récent Past

passé composé Past
futur simple Future
futur proche Future

Table 2: Mapping between French tenses and tense labels used to build our corpus.

Chinese French
Future Past Present Future Past Present

featSVM 36% 63% 81% - - -
BertSVM 31% 60% 79% 64% 73% 88%
fineBERT 51% 71% 82% 95% 97% 94%

Table 3: Precision achieved by the different classifiers for each class in tense prediction tasks

Chinese French
sim.

micro
prec.

macro
prec. sim.

micro
prec.

macro
prec.

subgroup1 -93.93 75% 66% -231.18 92% 93%
subgroup2 -55.92 77% 68% -135.41 94% 94%
subgroup3 -30.62 79% 70% -70.74 96% 96%

Table 4: Results based on the similarity of test sentences to the train set


