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Fair learning with bagging.

Jean-David Fermanian∗and Dominique Guégan†
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Abstract

The central question of this paper is how to enhance supervised learning algorithms with

fairness requirement ensuring that any sensitive input does not "‘unfairly"’ influence the

outcome of the learning algorithm. To attain this objective we proceed by three steps.

First after introducing several notions of fairness in a uniform approach, we introduce a

more general notion through conditional fairness definition which englobes most of the well

known fairness definitions. Second we use a ensemble of binary and continuous classifiers

to get an optimal solution for a fair predictive outcome using a related-post-processing

procedure without any transformation on the data, nor on the training algorithms. Finally

we introduce several tests to verify the fairness of the predictions. Some empirics are

provided to illustrate our approach.

Keywords: fairness; nonparametric regression; classification; accuracy.

JEL classification: C10, C38, C53.

1 Introduction

Machine learning is increasingly used to take decision that can severely affect people’s life

in education, living, working, lending or criminal risk assessment, for instance. This phe-

nomena has been accompanied by an increase in concern about disparate treatment caused
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by models errors and bias in the data. The potential for unfairness in algorithmic decisions

being growing, an important literature around notions of fairness was recently largely devel-

oped inspired by the concept of discrimination in social sciences and law. Thus, to ensure

that learned classifiers are non discriminatory or fair with respect to some sensitive feature

is a crucial question. To study this subject we need first an agreement on the notion of fair-

ness, second the necessity to study it with an holistic approach, considering at the same time

the features (input data) and the algorithm used. The concept of bias in machine learning

is not new, and has been investigated from different points of view, sometimes focusing on

data introducing different concepts like statistical bias, demographic parity, equalized odds,

unbalanced sets, disparate parity, opportunity parity, etc., Madras et al. (2018), sometimes

focusing on algorithms considering their robustness, accuracy, interpretability, Lundberg

and Lee (2017), sometimes on both with the adversarial, counterfactual or agnostic ap-

proaches, for a review Bogroff and Guégan (2019).

In this paper we investigate the notion of fairness associated to a specific machine learning

modelling with respect to the data set used in order to provide fair predictions. We focus on

an ensemble of classifiers, called random forest, Breiman (2001), and analyse the existence

of an optimal solution depending on the notion of fairness we are interested in. Ensemble

learning algorithms use the same base classifier to produce repeated multiple classifications

of the same data, Kotsiantis and Pitelas (2001). In order to attain our objective, we provide

some classification of the different definitions proposed in the literature introducing a more

general concept with the notion of conditional fairness which can encompass most of the

classical fairness notions. A novel testing procedure is associated to the learning procedure

we consider in order to test the fairness of the predictions obtaiend through the classifiers.

Our approach is related to a post processing procedure avoiding the modification of the

data representation and the modification of the trained classifier to achieve desired outputs.

The fair machine learning literature has tended to focus on domains such as recidivism pre-

diction, automated hiring, and face recognition, where fairness can be understood, at least

partially, in terms of well-defined quantitative metrics. It has recently been shown that algo-
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rithms trained with biased data have resulted in algorithmic discrimination. Indeed, recent

analyzes have questioned the statistical methods used in the US judicial system, pointing

to the bias against African-American accused, considering that African-American accused

were more likely to be wrongly labeled as higher risk of recidivism. Thus, a fairly extensive

literature has proposed different criteria to avoid these biases. All these works has been en-

riched by research on discrimination involving gender, then race, color, religion, disability,

family status, children health, facial recognition. For instance, Buolamini and Gebru (2018)

analyze pictures to evaluate how bias can be present in automated facial analysis algorithms

and data sets with respect to phenotypic subgroups. Chouldechova et al. (2018) investigate

the decision of children’s placement in case of abuse based on administrative information

and how the choice of the information can impact the decision.

Significant effort in the fair machine learning community has focused on the development of

statistical definitions of fairness, Hardt et al. (2016) and Berk et aL. (2018), and algorithmic

methods, Agarwal (2018) and Kusner et al. (2017), to assess and mitigate biases in relation

to these definitions, Zafar et al. (2017). The interest to study fairness in classification is to

be able to make prediction ’responsably’. A model should predict only if its predictions are

reliable aligned with the system objectives which often include accuracy (predictions should

mostly indicate ground truth) and fairness (predictions should be unbiased with respect of

different subgroups).

The first notion of fairness which was introduced is statistical parity, called also group fair-

ness or demographic parity which equalizes outcomes across protected and non protected

groups. The marginal distributions of the predicted class are the same for both protected

group categories. Demographic parity requires that a decision is independent of a protected

attribute. In other words, membership in a protected class should have no correlation with

the decision. From the point of view of an individual the outcome can be unfair. Indeed,

this approach can create highly undesirable decision: for instance if the protected attribute

is gender, one might incarcerate women who pose no public safety risk so that the same

proportions of men and women are released on probation. This problem has been illustrated

in Dwork et al. (2012).

In order to avoid the limitation of the previous definition, another approach based on the

3
 

Documents de travail du Centre d'Economie de la Sorbonne 2021.34



use of the joint distribution of the output and the protected attribute provides a decision

that does not discriminate with respect to the protected attribute. This approach is called

equalized odds with respect to a protected attribute : the predictor and the protected at-

tribute are independent conditionally on the output, Hardt et al. (2016). This notion is also

called conditional procedure accuracy equality, Berk et al. (2018). A particular case of the

equalized odds notion is the equal opportunity, when the value of the outcome is specified.

This notion is used in particular when we focus on a decision concerning an ’advantaged’

outcome, like for instance ’not defaulting to a loan’ or ’admission to a college’, etc. It is

a weaker notion of discrimination, but still interesting. A close notion is also discussed in

Kleinberg et al. (2016): the authors introduce the notion of well calibration or calibration

within each group which corresponds to equality of opportunity for the output labelled pos-

itive.

An unfairness metric has been introduced by Zafaz et al. (2017) called disparate mistreat-

ment which is defined in terms of mis-classification rates. Disparate mistreatment seems

especially well-suited for scenarii where ground truth is available for historical decisions

used during the training phase. The authors call a decision making process to be suffering

from disparate mistreatment with respect to a given sensitive attribute (e.g., race) if the

mis-classification rates differ for groups of people having different values of that sensitive

attribute (e.g., black or white).

To avoid discrimination, other approaches have been used prohibiting the use of certain

kinds of features, not based on the simple elimination of sensitive features which can be

insufficient for avoiding inappropriate determination processes, due to the indirect influence

of sensitive information. Feldman et al (2015) introduce the notion of indirect impact, called

statistical discrimination in economics. The notion is also close to the indirect prejudice def-

inition introduced in Kamishima et al. (2012) and to the concept of group-based fairness

developed in Zemel et al. (2013). This approach develops a procedure that predicts the

protected attribute from the other features, and is totally different of the approaches intro-

duced previously.

Thus, having fixed the notion of fairness developed in the literature, in order to get fair
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predictions several approaches have been considered. We can distinguish mainly two ways.

The pre-process training ensures fairness of any learned model eliminating any sources of

unfairness in the data before the algorithm is formulated. A major problem with this ap-

proach is that interaction effects (e.g., with race and gender) containing information leading

to unfairness are not removed unless they are explicitly included in the residualizing regres-

sion even if all of the additive contaminants are removed. In short, all interactions effects,

even higher order ones, would need to be anticipated. Rebalancing the information set is

another possibility, Zemel et al. (2013), Berk et al. (2018). Lu et al. (2017) use action-

able plans to transform the predictions of the input to a desired output with a minimum

cost. Another procedure to ensure the predictions fairness is the post-processing training.

After the algorithm is applied, its performance is adjusted to make it more fair. To date,

perhaps the best example of this approach draws on the idea of random reassignment of

the class label previously assigned by the algorithm, Feldman et al. (2015) and Hardt et

al. (2016). An optimal action extraction for random forest and boosted tree is proposed

for post processing by Cui et al. (2015), see also Yang et al. (2003). A direct approach en-

suring fairness by optimisation is proposed by Zafar et al. (2017) and Agarwal et al. (2018).

On the basis of the previously recalled papers our objective is threefold. In order to provide a

complete procedure to quantifying the notion of fairness for applications, first we introduce

the conditional fairness definition which means that the probability of missclassification

does not depend on a sensitive variable for any given value of a covariate. By this way

we integrate most of the classical definitions of fairness developed in the literature that we

recall in an uniform way. Second we propose a fair bagging class of classifiers to obtain

fair predictions considering a related-post-processing approach relying on two main ideas:

we do not use pre-processing considering that any changes in the data can be sources of

bias, and we do not make any change inside the trained classifier we consider to avoid also

approximations. Indeed we privilege the use of replication of the classifiers through bagging.

Indeed, group of classifiers performs more accurately than any single classifier, and utilizes

the strengths of the individual group of classifiers - which can be different - while at the same

time the classifier weaknesses are circumvented. By definition this approach can decrease

5
 

Documents de travail du Centre d'Economie de la Sorbonne 2021.34



the errors.

The rest of the paper is organized as follows. In Section two we introduce the formalism to

define all the fairness measures we investigate, and introduce our new proposal. In Section

three, we introduce the additive tree classifier we use to train the data that we call a related-

post-processing procedure. In Section four, we provide optimal solutions with this ensemble

of classifiers. Section five reports numerical experiments and illustrates our approach on

some real data sets. Section six concludes.

2 Definitions of fairness: the role of input variables

Let X be a vector of individual characteristics (exogenous variables) in a finite dimensional

space X . We want to explain/predict the univariate random variable Y , that can be discrete

or continuous. Beside, a variable S is considered as sensitive: gender, ethnical background,

etc. In line with the literature, the latter sensitive feature is discrete. To simplify, it will

take only two values zero and one. The sensitive feature S may be a component of Xor X

may contain other features that are arbitrarily indicative of S. For example, if the classifica-

tion task is to predict whether or not someone will default on a loan, each training example

might correspond to a person, where X represents their demographics, income level, past

payment history, and loan amount; S represents their race; and Y represents whether or not

they defaulted on that loan. Note that X might contain their race as one of the features or,

for example, contain their zipcode - a feature that is often correlated with race. Our goal

is to build a predictor that is “fair” w.r.t S, not transforming the input variables.

Strictly speaking, a predictor is a mapping g : X Ñ R that seeks to predict Y (which could

be a vector containing discrete or continuous components) from individual characteristics

X, possibly including S. Denote by Ŷ the g-predictions, i.e. Ŷ :“ gpXq for any X. Several

definitions of perfect fairness have been proposed in the literature (see Williamson and

Menon, 2019), and the references therein), we formalize them now in an uniform way.

(i) Demographic parity or statistical parity: Ŷ and S are statistically independent. If

we assume that the random variable Ŷ is discrete and potentially takes p values
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0, 1, . . . , p´ 1, then, demographic parity is equivalent to satisfying

PpŶ “ j|S “ kq “ PpŶ “ jq, j “ 0, . . . , p´ 1; k “ 0, 1. (2.1)

When p “ 2, it can be seen this is equivalent to

PpŶ “ 1|S “ 0q “ PpŶ “ 1|S “ 1q,

and the equation (2.1) reduces to EXrŶ |S “ 0s “ EXrŶ |S “ 1s = EXrŶ s because

Ŷ P t0, 1u.1 In that latter case we say also that we avoid disparate impact, say "if the

probability that a classifier assigns a user to the positive class, i.e. Ŷ “ 1, is the same

for both values of the sensitive feature S, then there is no disparate impact", Zafar et

al. (2017).

In the case of a continuous predicted variable Ŷ , demographic parity may be rewritten

as

PpŶ ď y|S “ 0q “ PpŶ ď y|S “ 1q “ PpŶ ď yq, (2.2)

for every real number y. This implies (but is not equivalent to)

EpŶ |S “ 0q “ EpŶ |S “ 1q “ EpŶ q. (2.3)

Now Y can be a vector. If we assume that Y is a bivariate vector Y “ pY1, Y2q where

Y1 represents, for instance, the annual fixed salary and Y2 some bonus, thus we can be

interested to check whether women and men are fairly equally paid, then the equation

(2.2) becomes:

PpŶ1 ď y1, Ŷ2 ď y2|S “ 0q “ PpŶ1 ď y1, Ŷ2 ď y2|S “ 1q “ PpŶ1 ď y1, Ŷ2 ď y2q. (2.4)

All the following equations can be written for a multivariate vector Y . For simplicity
1If S represents the gender and Y the recidivism variable, one wants that the probability of recidivism

of a person (for instance) is the same conditionally (only) that this person is a male or a female.
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we restrict the presentation to discrete random variables Y . While simple and intu-

itive, demographic parity has serious conceptual limitations as a fairness notion, many

of which are pointed out in Dwork et al. (2012).

(ii) Equalized odds: Ŷ and S are statistically independent, given Y . Assume that the

random variables Y and Ŷ are discrete and potentially takes p values 0, 1, . . . , p ´ 1.

Then, equalized odds reduces to

PpŶ “ j|S “ k, Y “ lq “ PpŶ “ j|Y “ lq, j, l “ 0, . . . , p´ 1; k “ 0, 1. (2.5)

When p “ 2 (Ŷ takes only two values), this means

ErŶ |S “ 0, Y “ ls “ ErŶ |S “ 1, Y “ ls “ ErŶ |Y “ ls, l “ 0, 1. (2.6)

Assuming S represents the gender and Y the recidivism variable, this means one wants

that the probability of recidivism of a person (for instance) is the same conditionally

that this person is a male or a female and he/she reoffends.

In the case of continuous explained variables Y and Ŷ , equalized odds may be rewritten

as

PpŶ ď y|S “ 0, Y “ y1q “ PpŶ ď y|S “ 1, Y “ y1q “ PpŶ ď y|Y “ y1q, (2.7)

for every real numbers y and y1. This implies (but is not equivalent to)

ErŶ |S “ 0, Y “ y1s “ ErŶ |S “ 1, Y “ y1s “ ErŶ |Y “ y1s, (2.8)

for every y1 P R.

A particular case of equalized odds is equal opportunity, Hardt et al. (2016). In that

case, if the random variables Y and Ŷ are discrete and potentially take 2 values 0, 1,

then, if we privilege that Y “ 1 (the “advantaged” outcome, for instance “receiving a
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promotion” or “not defaulting on a loan”), we have

ErŶ |S “ 0, Y “ 1s “ ErŶ |S “ 1, Y “ 1s “ ErŶ |Y “ 1s. (2.9)

(iii) In the case of discrete outcomes, the lack of disparate mistreatment (Zafar et al., 2017)

is defined as

PpŶ ‰ Y |S “ 0q “ PpŶ ‰ Y |S “ 1q.

In order to insure that classifiers do not suffer from disparate mistreatment a practical

approach for model calibration is based on the minimisation of a convex loss Lpθq:

minLpθq under the constraints |PpŶ ‰ Y |S “ 0q ´ PpŶ ‰ Y |S “ 1q| ď ε and the

smaller ε is, the more fair the decision boundary would be.

With binary outcomes, the latter definition is equivalent to

Er|Y ´ Ŷ |α |S “ 0s “ Er|Y ´ Ŷ |α |S “ 1s, (2.10)

for some constant α ą 0, or even

PpY ´ Ŷ ď y |S “ 0q “ PpY ´ Ŷ ď y |S “ 1q, y P R. (2.11)

Then, it makes sense to extend the concept of lack of disparate mistreatment for

continuous outcomes through the relationships (2.10) or even the stronger require-

ment (2.11). The latter definition is stronger than the former: (2.11) means an equality

in law, when (2.10) is related to an equality in expectations. Hereafter, such concepts

will be called strong and weak lack of disparate mistreatment respectively.

The discrepancy between the law of Ŷ ‰ Y given pS “ 0q and this law given pS “ 1q

is a global measure of (un)fairness. To inspect more closely-related but more peculiar

features, Zafar et al. (2017), proposed to check whether the following relationships

apply:

• PpŶ ‰ Y |S “ 0, Y “ 1q ‰ PpŶ ‰ Y |S “ 1, Y “ 1q (fairness bias by false

9
 

Documents de travail du Centre d'Economie de la Sorbonne 2021.34



negative signals);

• PpŶ ‰ Y |S “ 0, Y “ 0q ‰ PpŶ ‰ Y |S “ 1, Y “ 0q (fairness bias by false positive

signals);

• PpŶ ‰ Y |S “ 0, Ŷ “ 1q ‰ PpŶ ‰ Y |S “ 1, Ŷ “ 1q (fairness bias by false

discovery signals);

• PpŶ ‰ Y |S “ 0, Ŷ “ 0q ‰ PpŶ ‰ Y |S “ 1, Ŷ “ 0q (fairness bias by false

omission signals).

(iv) The criteria above encourage us to introduce new notions of fairness based on cond-

tional probabilities/expectations/laws. The idea is based on the concept of conditional

fairness. Assume that X includes the sensitive feature S plus some other variables,

among which some are of particular interest. To fix the ideas, X “ pZ1, Z2, Sq and

S does not belong to Z :“ pZ1, Z2q P Z :“ Z1 ˆ Z2. We focus on the sub-vector

of covariates Z1 that will be the conditioning variable “of interest”. Now, a classifier

will be considered as fair when adding the information about the sensitive feature S

does not change the prediction of Y , given the value of the sub-covariate Z1. In other

words, a predictor will be said conditionally fair given Z1 if the sensitive feature does

not bring any additional information to predict Y , compared to the set of explanatory

variables Z, given any fixed value of Z1.

In the case of demographic parity, this means

PpŶ “ j|S “ 0, Z1 “ z1q “ PpŶ “ j|S “ 1, Z1 “ z1q, j “ 0, . . . , p´ 1, z1 P Z1.

(2.12)

In particular, the latter relationships imply

ErŶ |S “ 0, Z1 “ z1s “ ErŶ |S “ 1, Z1 “ z1s “ ErŶ |Z1s, z1 P Z1. (2.13)

For example, a judicial process can be considered as fair relatively to ethnical back-

ground given earnings, if the probability of being convicted is the same for a black
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person and a white person with the same income. In terms of terminology, we call

such stronger properties with the adjective “conditional”. Here, we would say that

the judicial process is fair in terms of conditional demographic parity given earnings.

Endowed with this additional information about the “not sensitive” features Z (includ-

ing the interesting features Z1), it is possible to revisit our first notions of fairness,

as introduced in (i)-(iii): simply, all such relationships have to be fulfilled given every

conditioning events pZ1 “ z1q for any z1 P Z1. In particular, a binary classifier does

not suffer from conditional disparate treatment given Z1 if (using the same notations

as above), for every z1 P Z1,

PpŶ ‰ Y |Z1 “ z1, S “ 0q “ PpŶ ‰ Y |Z1 “ z1, S “ 1q “ PpŶ ‰ Y |Z1 “ z1q.

This means that the probability of misclassification does not depend on the sensitive

feature S, for any given value of Z1.

All the concepts of conditional fairness - i.e. that involve conditioning events of the type

pZ1 “ z1q - impose stronger constraints than the previous criteria. For instance, in the

case of binary outcomes, if a classifier has the conditional demographic parity property, it

satisfies the demographic parity property itself: ErŶ |S “ k, Z1 “ z1s “ ErŶ |Z1 “ z1s for

every pk, z1q implies EXrŶ |S “ ks “ EXrŶ s.

3 A related-post processing approach

The idea to build fair classifiers in order to make fair predictions is not new and several ideas

have been proposed in the literature from different strategies. Indeed, in order to address

the ethic problem posed through the different definitions we have previously introduced,

several fairness-aware machine learning algorithms have been investigated that can be cat-

egorized as (i) pre- processing techniques designed to modify the input data so that the

outcome of any machine learning algorithm applied to that data will be fair, (ii) algorithm

modification techniques that modify an existing algorithm or create a new one that will be

fair under any inputs, and (iii) postprocessing techniques that take the output of any model
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and modify that output to be fair.

The motivation behind pre-processing algorithms is the idea that training data is the cause

of the discrimination that a machine learning algorithm might learn. This could be because

the training data itself captures historical discrimination or because there are more subtle

patterns in the data, such as for instance an under-representation of a minority group. In

order to suppress the bias introduced by the training set, several approaches on the input

data have been used. We can distinguish three strategies. One involves modifying the labels

of the attributes. This means for instance that the proportion of positive labels are equal

in the protected and unprotected groups. A classifier is then trained with these new labels

assuming that equal opportunity of positive labeling will generalize to the test set. Calders

and Kamiran (2009) and Kamiran and Calders (2012) use three approaches to attain this

objective: suppression of input data (looking at correlations), change in the labellisation

of the data, assign specific weights to the data considering frequency counts. A second

approach which is a regularization strategy adds a regularizer to the classification training

which quantifies the degree of bias or discrimination. For instance considering disparate

impact fairness Feldman et al. (2015) modify each attribute (not the training label) so that

the marginal distributions based on the subsets of that attribute with a given sensitive value

are all equal. They impose to the binary classifier a constraint to minimize that corresponds

to a balanced error rate . A previous work similar to this one is Kamishima et al. (2012).

Calmon et al. (2017) have chosen to work by randomisation following the works of Pedreschi

et al. (2009) and Zemel et al. (2013). The third approach was proposed by Dwork et al.

(2012) for statistical parity. It consists in a mapping to an intermediate representation by

optimizing the classification decision criteria while satisfying a Lipschitz condition on indi-

viduals which stipulates that nearby individuals should be mapped similarly. They build a

randomized classification procedure minimizing an arbitrary loss function.

Algorithm modifications are present in the form of additional constraints, considering that

removing sensitive features is insufficient. Kamishima et al. (2012) introduce a fairness

focused regularization term and apply it to a logistic regression classifier while still allow-
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ing for classification. Calders and Verwer (2010) build separate models for each value of a

sensitive attribute and use the appropriate model for inputs with the corresponding value

of the attribute. In their paper Zemel et al. (2013) combine pre-processing and algorithm

modification. Their approach is to learn a modified representation of the data that is most

effective at classification while still being free of signals pertaining to the sensitive attribute.

Zafar et al. (2017) observing that standard fairness constraints are non convex and hard to

satisfy directly introduce a convex relaxation for purpose of optimization. For a review on

these strategies we refer to Friedler et al (2019).

A third approach to building fairness into algorithm design is by modifying the results of

a previously trained classifier to achieve the desired results on different groups. This is

categorized as post processing techniques. In spite of ’cleaning away’ the discrimination

from the dataset before a classifier is learned Kamiran et al. (2010) propose an approach

in which the non-discriminatory constraint is pushed deeply into a decision tree learner

by changing its splitting criterion and pruning strategy by using a novel leaf re-labeling

approach after training in order to satisfy fairness constraints. The discrimination of the

decision tree before the label of a leaf is changed according to the majority class of this leaf.

The same approach is proposed in Zliobaite (2015) who splits the dataset, trains a logis-

tic regression, outputs class probability scores for the test set and varies the classification

threshold from 0 to 1, which changes the acceptance rate. Hardt et al. (2016) propose to

enforce equalized odds binary choice situations based on univariate scores by conveniently

choosing thresholds. They propose the introduction of a predictive score R “ fpX,Sq with

the enforcement that higher values of R correspond to greater likelihood of Y = 1 and thus

a bias toward predicting Ŷ “ 1. A binary classifier Ŷ can be obtained by thresholding

the score, i.e. setting Ŷ “ IrR ą ts for some threshold t, when S “ a, a P t0, 1u. A

score R satisfies equalized odds if R is independent of S given Y. The idea that the pre-

diction error restricted to any protected group remains below some pre-determined level

has also be investigated introducing fair regression under statistical parity by Agarwal et

al. (2019), and also in a related work by Chzhen et al. (2020) in which the authors mea-

sure unfairness by the Total Variation distance in place of Kolmogorov-Smirnov distance.
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Woodworth et al. (2017) explored the use of post-processing as a way to ensure fairness with

respect to error profiles directly incorporating non-discrimination into the learning process.

They define a randomized binary predictor Ŷ as α-discriminatory with respect to a binary

protected attribute S on a given population if ΓpŶ q “ maxyPt0,1u|γy0pŶ q ´ γy1pŶ q| ď α

where γyapŶ q “ P rŶ “ 1|Y “ y, S “ as. Then they use the following test for detect-

ing α-discrimination on a sample V : T pŶ q “ IrΓVyapŶ q ą αs. A similar approach is

developed in Kearns et al. (2018) who work with subgroups in place of individuals. Agar-

wal et al. (2018) used a weighted classification implementation of logistic regression and

gradient-boosted trees in order to find the lowest-error distribution over a class of classifiers.

Following the same ides Donini et al. (2018) enforces fairness directly during the training

step of the classifier optimizing a fairness constraint related to the notion of equalized odds.

Our approach is different of the previous methods from several points. First it cannot be

associated to a pre-processing technique : we do not modify the input data to make fair

the outcomes of the classifiers applied to the data. Indeed, the motivation behind prepro-

cessing algorithms is the idea that training data is the cause of the discrimination that a

machine learning algorithm might learn, and so modifying it can keep a learning algorithm

trained on it from discriminating. However, to avoid this pitfall, one must be sure that all

correlations or other more subtle relationships between the data have been removed. This

requires having anticipated all the hidden relationships between these variables. Second it

cannot be assimilated to a post-processing approach: we do not introduce modifications in

the classifier to create a new one which can be fair under any inputs, and we do not use

techniques that take the output of any model and modify it to be fair. This fairness-aware

machine learning methods is limited to batch-learning-based interventions.

Our approach which can be associated to a post -processing strategy does not introduce in

our algorithm any specific constraints to assure fairness apart from the notion of conditional

fairness definition which we retained. We argue that using an additive and repetitive clas-

sification can provide smallest errors on the predictors through an optimal solution. The

fairness of the predictors is tested through a battery of specific tests with specific confidence

level.
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Now, assume that any classifier g is based on a regressor (if Y is continuous or ordinal). In

case of M regressors, they are denoted as rj : X Ñ R, j “ 2, . . . ,M2. Then any quantity

rjpXq is an estimator of ErY |Xs. Note that, in the case of binary outcomes, every rjpXq

is an estimator of PpY “ 1|Xq, that is ErY |Xs too, and any classify gj P t0, 1u is typically

chosen as gjpxq “ 1
`

rjpxq ą 1{2
˘

.

To illustrate this idea, assume r1pXq is a Logistic classifier. In this case, this model yields

an estimator P̂pY “ 1|X “ xq of PpY “ 1|X “ xq for any x P X . Then, the predicted class

given X “ x is typically Ŷ “ 1
`

P̂pY “ 1|X “ xq ą 1{2
˘

“ 1pr1pxq ą 1{2q.

In the next Section, we use this approach to investigate the existence of a solution for the

different notions of fairness we have introduced.

4 Fair “bagging” classifiers/regressors

An additive tree model (ATM) is an ensemble ofM decision trees. Let X P X be the vector

of individual features. Each decision tree outputs a real value. Let gjpxq be the output

obtained from tree j, j “ 1, . . . ,M . For classification purpose, the output G of the additive

tree model is a weighted sum of all the tree outputs as follows:

Gpxq “
M
ÿ

j“1

ωjgjpxq,

where ωj P R is the weight associated to tree j. Then, in the case of binary outputs, fix a

threshold a so that gpxq “ pGpxq ě aq. Typically, gjpxq P t0, 1u, ωj “ 1{M for every j and

a “ 1{2.

In the case of regressions, the idea of bagging, Breiman (1996), is similar: combine M

regression-type predictors rj to build another predictor

rωpxq “
M
ÿ

j“1

ωjrjpxq “: ω1~rpxq,

2gj could be an indicator or any other continuous function
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for every x P X . For the properties on bagging estimates, we refer to Breiman (2001) and

Friedman and Hall (2007), among others. We will see that we do not need many competing

classifiers/predictors to build (approximately) fair new ones. Even with M “ 2, this can be

made (as we illustrate below).

The vector of weights ω “ pω1, . . . , ωM q has to be chosen carefully. Even if the weights

could depend on x, we keep them constant for the sake of simplicity. In the usual case of

random forests, they are all equal even if a few attempts have been made to add another

degree of flexibility with different weights: see Maudes et al. (2012), Kim et al. (2011), e.g.

Here, we only impose
řM
j“1 ωj “ ω1e “ 1, but we do not restrict ourselves to nonnegative

weights. Therefore, ω may be any arbitrary vector in RM so that ω1e “ 1.

The previous formulation is very general and includes some popular models as special cases,

like random forests. This additive tree model is widely used in real-world applications

and appears as the most popular and powerful off-the-shelf classifer, Breiman (2001). It

can cope with regression and multi-class classification on both categorical and numerical

datasets with superior accuracy. In essence, random forest is a bagging model, Breiman,

(1996), of trees where each tree is trained independently on a group of randomly sampled

instances with randomly selected features.

Following Biau (2012, theorem 1), it can be shown that the estimate rωpxq, once calibrated

using the data set X , is consistent in the sense that ErprωpXq´ rpXq2s “ 0 as nÑ8, with

rpxq :“ ErŶ |X “ xs. This result assumes that, at each node j, d variablesX are chosen with

a probability pnj ,
řd
j“1 pnj “ 1. If each tree has approximatively kn terminal nodes, then

one needs that pnjkn Ñ 8 and kn{nÑ 0 as nÑ 8. Other conditions are provided in this

paper on the variance of the estimates under more general conditions. Asymptotic normality

is obtained in Wager and Athey (2018, Theorem 3.1) under more complex conditions on the

choice of d, M , moments and Lipschitz conditions on ErY |X “ xs, we refer also to Biau

and Scornet (2015).

We would like to calibrate ω to obtain a predictor rω that fulfills “at most” some of the latter

concepts of fairness. In other words, how can we combine several possibly “unfair” classifiers

so that the bagging predictor becomes “fair”? For instance, in the case of demographic parity
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and equalised odds, this predictor should satisfy some moment conditions as (2.3) or (2.8)

respectively, at least approximately. Note that such conditions are necessary but in general

not sufficient to insure fairness. For obtaining approximate moment condition, we rely on a

sample pXi, Yiqi“1,...,n, Xi “ pSi, Ziq, that can reasonably be assumed i.i.d.

1. Let us deal first with the constraint (2.3) to satisfy demographic parity. The empirical

version of the latter constraint is obtained by replacing the theoretical expectation

by the empirical measure, as given by the calibration subset. A convenient choice of

ω should minimize a distance between
řn
i“1 1pSi “ 0qω1~rpXiq{

řn
i“1 1pSi “ 0q and

řn
i“1 ω

1~rpXiq{n. Actually, in general, there exist an infinity of vectors ω s.t.

n
ÿ

i“1

1pSi “ 0qω1~rpXiq{

n
ÿ

i“1

1pSi “ 0q “
n
ÿ

i“1

ω1~rpXiq{n, (4.1)

strictly speaking given by the intersection of two hyperplans in RM .

Remark 4.1. If, in addition, we impose that the weights have to belong into r0, 1s, the

existence of a solution is no longer guaranteed. In this case, it is necessary to rely on

approximated solutions ω. For instance, it makes sense to propose a vector of weights

as a solution of the program

arg min
ω

´

n
ÿ

i“1

1pSi “ 0qω1~rpXiq{

n
ÿ

i“1

1pSi “ 0q ´
n
ÿ

i“1

ω1~rpXiq{n
¯2
, (4.2)

under the constraints ω1e “ 1 and ωk P r0, 1s for every k “ 1, . . . ,M . The latter opti-

mization program can be easily solved by quadratic programming. Sometimes, it yields

degenerate solutions for which all the weights are zero, except for a single component.

Nonethless, in general, there are an infinite number of solutions of (4.2). To obtain

unicity, it will be necessary to introduce the prediction accuracy of the new bagging

classifer/regressor: see Section 5.

2. More interesting is the case of equalized odds, and the constraint (2.8), that has to be

empirically approximated. It is necessary to introduce some nonparametric estimators

of ErŶ |S “ k, Y “ ys, k “ 0, 1, and ErŶ |Y “ ys. We choose the usual Nadaraya-
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Watson estimator of regression functions, w.l.o.g.:

ErŶ |S “ k, Y “ ys » r̂kpyq :“

řn
i“1 ω

1~rpXiq1pSi “ kqKhpYi ´ yq
řn
i“1 1pSi “ kqKhpYi ´ yq

“: ω1vk,hpyq,

for some univariate kernel K, a bandwidth sequence h “ hpnq Ñ 0 and Khptq :“

Kpt{hq{h for every y. The kernel Kh can be seen as a proximity measure between two

forecasted points3.

Similarly,

ErŶ |Y “ ys » r̂pyq :“

řn
i“1 ω

1~rpXiqKhpYi ´ yq
řn
i“1KhpYi ´ yq

“: ω1vhpyq.

Note that r̂kpyq and r̂pyq are linear function of ω, for any y. This yields an estimator

of ω as

ω̂e,0 :“ arg min
ω

n
ÿ

i“1

ˇ

ˇ

ˇ
r̂0pYiq ´ r̂pYiq

ˇ

ˇ

ˇ

α

for some α ą 0, under the constraint ω1e “ 1.

Let us impose α “ 2. Then, this yields

ω̂e,0 :“ arg min
ω

n
ÿ

i“1

ω1
`

v0,hpYiq ´ vhpYiq
˘`

v0,hpYiq ´ vhpYiq
˘1
ω, (4.3)

under the constraint ω1e “ 1. Set the M ˆM real matrix

Σh “ n´1
n
ÿ

i“1

`

v0,hpYiq ´ vhpYiq
˘`

v0,hpYiq ´ vhpYiq
˘1
.

Then, by the usual optimization of a quadratic form under a linear constraint and the

Lagrangian method, we obtain a unique solution ω̂e,0 “ Σ´1
h e{e1Σ´1

h e.

Note that Σh is a consistent estimator of Σ “ Er
`

v0,hpYiq´vhpYiq
˘`

v0,hpYiq´vhpYiq
˘1
s.

Unfortunately, when M ąą 1 as in the case of random forests, the covariance matrix

Σ may be high dimension, and the sample covariance matrix Σh could suffer from a
3Hence, any forest has its own metric Kh, but unfortunately the one associated with the CART-splitting

strategy is strongly data-dependent and therefore complicated to work with. For discussion on the intro-
duction of kernel in random forest, see Biau et al. (2015).
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significant amount of sampling error. Its inverse may be a poor and non-invertible

estimator for Σ. Moreover, when Y is discrete and may take q values (q “ 2 in the

binary case, typically), it is easy to check that the rank of Σh is at most minpq,Mq. In

other terms, for a binary Y , the latter matrix is no longer invertible when we consider

a linear combination of three or more individual classifiers ! To avoid these problems,

we could replace Σh using the shrinkage method 4.

3. As for equalized odds, we could evaluate an optimal ω under the point of view of lack

of disparate mistreatment. Let us choose a L2 distance, i.e. α “ 2. An estimator of

ErpŶ ´ Y q2 |S “ ks, k “ 0, 1, is given by

ErpŶ ´ Y q2|S “ ks »

řn
i“1pω

1~rpXiq ´ Yiω
1eq21pSi “ kq

řn
i“1 1pSi “ kq

“ ω1
řn
i“1p~rpXiq ´ Yieqp~rpXiq ´ Yieq

11pSi “ kq
řn
i“1 1pSi “ kq

ω “: ω1Σ̄kω,

under the constraint ω1e “ 1 and with obvious notations. Similarly,

ErpŶ ´ Y q2s »
řn
i“1pω

1~rpXiq ´ Yiω
1eq2

n
“: ω1Σ̄ω,

denoting Σ̄ :“
řn
i“1

`

~rpXiq´Yie
˘`

~rpXiq´Yie
˘1
{n. Note that Σ̄ is a convex combination

of Σ̄0 and Σ̄1. The goal would be to find a vector ω so that, for some k “ 0, 1, we

have

ω1
`

Σ̄´ Σ̄k

˘

ω “ 0, and ω1e “ 1. (4.4)

The latter program has no solution if the symmetric matrix Σ̄´ Σ̄k is strictly positive

or strictly negative. Otherwise, there are an infinite number of solutions. Indeed,

in this case, all ω P RM s.t. ω1
`

Σ̄ ´ Σ̄k

˘

ω “ 0 is a linear subspace of RM . The

kernel Nk “ tω |ω1
`

Σ̄ ´ Σ̄k

˘

ω “ 0u of this quadratic form can be specified after a

Gram Schmidt process that yields an orthonormal basis, typically. We promote to

restrict ourselves to a compact set of ω, and to solve the program arg minω ω
1Ωω,

under the linear constraints ω1e “ 1, ω P Nk and }ω}8 ď 1, for any positive definite
4The shrinkage estimator is a linear combination of the sample estimator and a fixed matrix or another

estimator, Hastie et al. (2009), e.g.

19
 

Documents de travail du Centre d'Economie de la Sorbonne 2021.34



matrix Ω. When the kernel of Σ̄ ´ Σ̄k is not reduced to 0, the latter program has

(at least) a solution, because one has to minimize a continuous function of ω on a

non-empty compact subset. Alternatively, a simpler solution would be to calculate

arg minω
 

ω1
`

Σ̄ ´ Σ̄k

˘

ω
(2, under ω1e “ 1. The solution is not unique in general and

the optimization is not longer quadratic, but this avoids the choice of an arbitrary

matrix Ω.

4. Concerning conditional fairness given Z, it is unrealistic to impose the identity be-

tween rωpz, 0q and rωpz, 1q for every z of interest. We rather promote a “best so-

lution” in average, in the same spirit of equalized odds. Depending on any defi-

nition of fairness, denote by W the relevant conditioning vector. With the def-

initions of Section 2, to obtain conditional demographic parity given Z1, consider

W “ Z1; in the case of conditional equalized odds given Z1, set W “ pZ1, Y q. To

build a fair classifier/regressor by linear combination of , we want that a relationship

Erω1~rpW, 0q|S “ 0,W “ ws “ Erω1~rpW, 1q|S “ 1,W “ ws is satisfied “at best” for all

values of w. Set

ω̂sf :“ arg min
ω

n
ÿ

i“1

ˇ

ˇω1~rpWi, 0q ´ ω
1~rpWi, 1q

ˇ

ˇ

α
,

under the constraint ω1e “ 1. As in Section 2, we have defined

~rpw, kq :“

řn
i“1 ~rpXiq1pSi “ kqKhpWi ´ wq
řn
i“1 1pSi “ kqKhpWi ´ wq

, k P t0, 1u.

As above and when α “ 2, the solution is ω̂sf “ Σ´1
sf e{e

1Σ´1
sf e, where

Σsf :“ n´1
n
ÿ

i“1

`

~rpWi, 0q ´ ~rpWi, 1q
˘`

~rpWi, 0q ´ ~rpWi, 1q
˘1
.

Concerning the lack of disparate mistreatment, the goal is to satisfy

E
”

`

ω1~rpWi, 0q ´ Y
˘2
|S “ 0, Z1 “ z

ı

“ E
”

`

ω1~rpWi, 1q ´ Y q
2
˘

|S “ 1, Z1 “ z
ı

,
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for every z. Note that the latter identity involves a quadratic form in ω, but indexed

by z. For k P t0, 1u, define

Σ̄kpzq :“

řn
i“1p~rpXiq ´ Yieqp~rpXiq ´ Yieq

11pSi “ kqKhpZi ´ zq
řn
i“1 1pSi “ kqKhpZi ´ zq

.

Thus, we propose to solve

ω̂ldm :“ arg min
ω

n
ÿ

i“1

!

ω1
`

Σ̄0pZ1,iq ´ Σ̄1pZ1,iq
˘

ω
)2
,

under the constraint ω1e “ 1 and, possibly, ωj P r0, 1s for every j.

Thus, under realistic constraints we have calibrated ω to get fair bagging predictors for

demographic parity, equalized odds, lack of disparate mistreatment and conditional fairness

given some covariate.

5 Fairness and predictive power

In the previous section, the proposed (possibly approximated) fair procedures based on

“bagging” do not consider the predictive power of our final classifier or regressor. In other

words, does our weighting scheme improve or deteriorate the performances of prediction,

compared to the initial classifiers/regressors ? Intuitively, when we use fair predictors

based on weighted averages of some initial “reasonable” predictors, it is likely that the new

performances should be “average”, in a rough sense, i.e. in the range of the performances

obtained with the initial predictors. We could blindly stay with such an intuition, but it

is possible to go one step forward by directly adding a constraint in terms of performance

during the calibration stage of our weights.

To this goal, let us reconsider the fair classifiers built in Section 4. Generally spealing, the

quality of a predictor is measured by a comparison between predicted values - here ω1~rpXiq

- and the true realizations Yi. Let d be a distance between two real numbers, typically

d1px, yq :“ |x´y| or d2px, yq :“ px´yq2. The idea will be to penalize our criteria to impose

more or less prediction accuracy, on the calibration dataset and through a tuning parameter
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λ ě 0.

In the case of demographic parity, an extended criterion for finding optimal weights would

be

arg min
ω

´

řn
i“1 1pSi “ 0qω1~rpXiq
řn
i“1 1pSi “ 0q

´
1

n

n
ÿ

i“1

ω1~rpXiq

¯2
`
λ

n

n
ÿ

i“1

d
`

ω1~rpXiq, Yi
˘

, (5.1)

possibly under the constraints ω1e “ 1 and/or ωk P r0, 1s, k “ 1, . . . ,M . Note that, if

d “ d2 and without imposing ωk P r0, 1s, then the latter program has a unique solution

ω˚DP :“ Σ´1
DP e{e

1Σ´1
DP e, by setting

ΣDP “ ∆DP∆1
DP `

λ

n

n
ÿ

i“1

`

~rpXi ´ Yie
˘`

~rpXi ´ Yie
˘1
“ ∆DP∆1

DP ` λΣ̄,

∆DP :“

řn
i“1 1pSi “ 0q~rpXiq
řn
i“1 1pSi “ 0q

´
1

n

n
ÿ

i“1

~rpXiq.

By choosing the parameter λ, we manage a trade-off between targeting perfect fairness

(λ “ 0) and picking-up the “best” initial classifier (λ ąą 1).

Alternatively, assume there is an infinity of solutions ω of (4.1), that we rewrite ω1vn “ 0.

When one does not impose ω P r0, 1sM , this is the case a.e. A natural idea would be to

select the best “fair bagging predictor” among the latter ones. This can be done by solving

the program

arg min
ω

n
ÿ

i“1

d
`

ω1~rpXiq, Yi
˘

, with ω1e “ 1 and ω1vn “ 0. (5.2)

The latter program has always a solution ω P RM , for “reasonable” distances d, as d
`

ω1~rpXiq, Yi
˘

“

`

ω1~rpXiq ´ Yi
˘2. If we impose ω P r0, 1sM in addition, (5.4) may have no solution, but only

when all the components of vn have the same sign. Under such circumstances, a prac-

tical solution would be to try different individual classifiers until the vector vn has some

componnents of different signs, or to (slightly) disturb one of the existing basis predictors.

In the case of equalized odds, the new program would be

arg min
ω

1

n

n
ÿ

i“1

ˇ

ˇ

ˇ
r̂0pYiq ´ r̂pYiq

ˇ

ˇ

ˇ

α
`
λ

n

n
ÿ

i“1

d
`

ω1~rpXiq, Yi
˘

,
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for some α ą 0, under the constraint ω1e “ 1. When d “ d2 and with the same notations

as in Section 4, this means solving

arg min
ω
ω1Σhω `

λ

n

n
ÿ

i“1

`

ω1~rpXiq ´ Yi
˘2
,

whose solution is ω̂˚EO :“ Σ´1
EOe{e

1Σ´1
EOe, with ΣEO :“ Σh ` `λΣ̄. Obviously, it is possible

to add the constraints ωk P r0, 1s for every k. This would mean losing analytic solutions

and relying on numerical optimization (quadratic programming).

By a similar reasoning, lack of disparate mistreatment implies solving

arg min
ω
ω1
`

Σ̄´ Σ̄k

˘

ω `
λ

n

n
ÿ

i“1

d
`

ω1~rpXiq, Yi
˘

, (5.3)

under the constraint ω1e “ 1, and possibly under ωk P r0, 1s for every k P t1, . . . ,Mu.

Again, when d “ d2 and without the latter constraints, there is an unique analytic solution

ω̂˚LDM :“ Σ´1
LDMe{e

1Σ´1
LDMe, where ΣLDM,k :“ Σ̄´ Σ̄k ` λΣ̄.

Similar reasoning apply with conditional fairness. Details are left to the reader.

Actually, in the case of binary explained variables Y P t0, 1u, it may appear strange to

calibrate our weights ω, or, even more, to evaluate the quality of the new classifier by com-

paring continuous outcomes ω1~rpXiq to binary observations Yi. Alternatively, it is tempting

to replace the predictor pi,0pωq :“ ω1~rpXiq by pi,1pωq :“ 1
`

ω1~rpXiq ą 0.5
˘

, for every i.

Therefore, this opens to many slightly different calibration criteria. When numerical solu-

tions are invoked instead of closed form ones, all of them yield reasonable alternatives.

(a) In the case of demographic parity, our penalized criterion for finding optimal weights

could be

arg min
ω
LDPn,k,l :“

´

řn
i“1 1pSi “ 0qpi,kpωq
řn
i“1 1pSi “ 0q

´

řn
i“1 1pSi “ 1qpi,kpωq
řn
i“1 1pSi “ 1q

¯2
`
λ

n

n
ÿ

i“1

d
`

pi,lpωq, Yi
˘

,

(5.4)

for every choice of pk, lq P t0, 1u2, possibly under the constraints ω1e “ 1 (and possibly

ωk P r0, 1s, k “ 1, . . . ,M).
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(b) In the case of equalized odds, it is necessary to redefine some quantities of interest: for

every pk, sq P t0, 1u2,

ErŶ |S “ s, Y “ ys » qkps, y, ωq :“

řn
i“1 pi,kpωq1

`

Si “ sqKhpYi ´ yq
řn
i“1 1pSi “ sqKhpYi ´ yq

¨

When Y is binary and h ă 0.5, the latter quantity is equal to

qkps, y, ωq :“

řn
i“1 pi,kpωq1

`

Si “ s, Yi “ yq
řn
i“1 1pSi “ s, Yi “ yq

¨

When k “ 1, note that the latter function of ω is not differentiable.

The new penalized-EO program could be

arg min
ω
LEOn,k,l :“

1

n

n
ÿ

i“1

ˇ

ˇ

ˇ
qkp0, Yi, ωq ´ qkp1, Yi, ωq

ˇ

ˇ

ˇ

α
`
λ

n

n
ÿ

i“1

d
`

pi,lpωq, Yi
˘

, (5.5)

for some α ą 0 and every couple pk, lq P t0, 1u2, under the constraint ω1e “ 1 (and possibly

ωk P r0, 1s, k “ 1, . . . ,M).

(c) For the lack of disparate mistreatment, for every s and k in t0, 1u,

ErpŶ ´ Y q2|S “ ss »

řn
i“1ppi,kpωq ´ Yiω

1eq21pSi “ sq
řn
i“1 1pSi “ sq

“: `k,spωq

This leads to new generalized LDM criteria

arg min
ω
LLDMn,k,l :“

`

`k,0pωq ´ `k,1pωq
˘2
`
λ

n

n
ÿ

i“1

d
`

pi,lpωq, Yi
˘

, (5.6)

for every choice of pk, lq P t0, 1u2, possibly under the constraints ω1e “ 1 (and possibly

ωk P r0, 1s, k “ 1, . . . ,M).

When pk, lq “ p1, 1q, the latter programs involve non-differentiable functions of ω. Thus,

there is no unique solution. To enforce a single solution, we use a numerical trick, by

smoothing the step functions ω ÞÑ 1pω1~rpXiq ą 0.5q in the “accuracy terms” (second terms

of the penalized criteria). The latter functions are replaced by ω ÞÑ Φ
´

`

ω1~rpXiq ´ 0.5
˘

{σ
¯

,

for some (small) constant σ ą 0 (Φ denotes the cdf of a N p0, 1q). JDF: In the R-code,
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the parameters discr-fair and discr-prec are related to the indices k and l in the formulas

(5.4), (5.5) and (5.6).

To evaluate the performances of all the new classifiers, a measure of fairness and a measure

of accuracy (prediction power) are calculated (out-of-sample on some test sub-samples). For

this task, we are free of choosing between continuous and/or discrete predictors, as above

during the calibration stage. JDF: This additional degree of freedom is managed by the

variables discr-fair-out and discr-prec-out in the code.

6 Tests of fairness based on expectations and conditional ex-

pectations

6.1 The problem

The previous definitions of fairness can be statistically tested, a highly desirable feature.

Strictly speaking, any of our zero assumptions will be related to a particular definition of

“fairness”, as written in terms of equality between some (conditional) probabilities, expec-

tations or laws, possibly given some vectors of covariates Z. In practice, two independent

samples are available: the first sample is corresponding to S “ 0, and the second to S “ 1.

Therefore, we are facing a two sample problem. When conditioning variables apart S appear

in the considered definition of fairness, our problem is reduced to checking a particular case

of conditional independence.

To be specific, our null assumption to be tested will be

H˚0 : “the classifier predictor is fair2.

Assume we observe two iid samples pYi, Ŷi, Ziqi“1,...,n and pYj , Ŷj , Zjqj“n`1,...,n`m. The

former (resp. latter) sample is corresponding to observations for which S “ 0 (resp. S “ 1).

In this paper, we take as given a particular classifier/predictor. The goal is to decide whether

it is fair “ex post”, i.e. after its learning/inference/calibration stage. In particular, this means

the predictors have been estimated with another dataset (the so-called “learning” dataset).
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Now, we have an access to additional data, called the “testing” dataset. In practice, this

implies keeping aside some part of a given global and unique dataset for testing purpose, a

usual procedure for calibration and validation in machine learning.

Remark 6.1. A different perspective would be to build a fair classifier/predictor by using

only covariates that are “informative”, i.e. that add an useful amount of information to

predict Y . This is related to the well-known problem of “variable importance”, or “variable

selection” in statistics and machine learning. See Watson and Wright (2019), and the refer-

ences therein, for instance. It should be possible to impose some fairness constraints during

such inference procedures but this will not be our approach in this paper.

There are many ways of testing fairness, depending on its chosen definition. Now, let us

review the main “omnibus” approaches, i.e. the methodologies that can be applied for any

statistical model (parametric, semi- or non-parametric) and without additional assumptions,

beside regularity.

6.2 Tests of fairness based on expectations

The simplest and oldest testing procedures do not try to test the identity between two

(possibly conditional) laws strictly speaking but rather between their (possibly conditional)

moments. This idea would a priori induce a loss of power 5. Nonetheless, such test statistics

are most often significantly simpler than those based on some distances between laws. In

particular, their limiting distibutions under H˚0 and their asymptotic variances may often

be easily evaluated, sometimes analytically.

Let us illustrate this method with demographic/statistical parity. The relationship (2.3)

can be tested by comparing the two empirical means of Ŷ given S “ 0 and/or S “ 1.

Obviously, if Ŷ is discrete, this is equivalent to testing the identity between PpŶ “ 1|S “ 0q

and PpŶ “ 1|S “ 1q. If we denote mŶ ,0 :“ ErŶ |S “ 0s and mŶ ,1 :“ ErŶ |S “ 1s, one

wants to test

Hm0 : mŶ ,0 “ mŶ ,1, against Hm
1 : mŶ,0 ‰ mŶ,1.

5Indeed, there obviously exist some couples of laws that are different even if their means are equal !
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This is corresponding to the classical Behrens-Fisher problem, for which many answers

have been proposed in the literature for a long time: Student’s t test, Whelch’s t test (Y

univariate), Hotelling’s test (Y multivariate), etc. The same ideas can be applied for testing

the lack of disparate mistreatment through the identity (2.10).

Let us illustrate. Classical solutions to the Behrens -Fisher problem are different when the

variances of the explained variable Ŷ in the two samples are unknown or not, unequal or

not, and also when one works with univariate or multivariate variables. In the univariate

case and when the two latter variances are supposed to be unknown and unequal, a classical

test statistic is T1 :“
`

m̂Ŷ ,0 ´ m̂Ŷ ,1

˘

{σ̂T1 where m̂Ŷ ,k denotes the empirical mean of Ŷ

given S “ k, k P t0, 1u, and σ̂T1 is an estimator for the standard deviation of m̂Ŷ ,0 ´ m̂Ŷ ,1:

σ̂T1 :“
b

2
n̄

b

pn´1qs21`pm´1qs22
pn´1q`pm´1q , where n̄ is the harmonic mean of n and m, s2

1 (resp. s2
2) is the

sample variance of Ŷ the first (resp. second) sample. Under Hm0 , the law of the statistic T1

is approximated by a t-distribution with ν1 :“ n`m´2 degrees of freedom. An alternative

test statistic is T2 :“
`

m̂Ŷ ,0´m̂Ŷ ,1

˘

{σ̂T2 where σ̂2
T2

:“ s2
1{n`s

2
2{m, with the same notations

as above. Under Hm0 , the statistic T2 is close to a t-distribution with ν2 degrees of freedom,

setting ν2 :“

`

s21{n`s
2
2{m

˘2

ps21{nq
2{pn´1q`pps22{mq

2{pm´1q.
These statistics have been established by Behrens

(1929), Fisher (1935) and Welch (1938). Some more recent presentation and discussions are

available in Scheffe (1970) or Derrick et al. (2016) for instance.

Dealing with d-dimensional vectors Y , the previous statistics have been extended through

the so-called Hotelling test (Willems et al. 2002). Keeping the same notations as be-

fore, the null assumption is formally the same as Hm0 , and a convenient test statistic T3

is defined by T 2
3 :“ nm

n`mpm̂Ŷ ,0 ´ m̂Ŷ ,1q
1Σ̂´1pm̂Ŷ ,0 ´ m̂Ŷ ,1q, where Σ̂ is a “global” covari-

ance matrix: denoting by Σ̂1 and Σ̂2 the sample covariances of Ŷ in the first and second

sample respectively, set Σ̂ :“ pn´1qΣ̂1`pm´1qΣ̂2

n`m´2 ¨ With Gaussian variables Ŷ in each sample

and under the null, the statistic T 2
3 follows the Hotelling distribution T 2pp, n ` m ´ 2q.

Note that the latter law is linked to a non-central Fisher distribution F by the relationship

pn`m´ 2qpF pp, n`m´ 1´ pq
law
“ pn`m´ p` 1qT 2

3 .

In the case of Equalized odds, the conditioning events are no longer pS “ kq for some

k P t0, 1u but rather pS “ k, Y “ yq for any y in the support of Y -law: see (2.5) and (2.8).
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For every particular value of Y , it is tempting to lead a test of

Hm,y0 : EpŶ “ 1|S “ 0, Y “ yq “ EpŶ “ 1|S “ 1, Y “ yq

that would be built through a test statistic Tn,mpyq. Then, a general testing procedure of

H˚0 may be obtained through the statistic Tn,m :“
ş

Tn,mpyqµpdyq, for some (discrete or

continuous) measure µ on the support of Y .

6.3 Tests of fairness based on conditional expectations

The latter general idea has been applied by several authors and is a way of obtaining many

test statistics of H˚0 by comparing conditional means for several notions of fairness. The

case of continuous conditional variables Y (or pY, Zq for conditional fairness) necessitates

localization techniques (kernel smoothing, typically), at the price of numerical difficulties

when the dimension of the conditioning variable is larger than three, typically (curse of

dimensionality).

To keep things general and to potentially encompass all cases of interest (i.e. all concepts of

fairness), let us introduce new notations. The explained/predicted variable will be denoted

as V P R, and the potential covariates will be staked in a random vector W P Rq. For

instance, in the case of demographic parity (resp. equalized odds), we have V “ Ŷ and

W “ H (resp. W “ Y ). Adding a vector of covariates Z, conditional demographic parity

(resp. equalized odds) corresponds to W “ Z (resp. W “ pY,Zq). Concerning the lack of

disparate mistreatment, V “ Y ´ Ŷ and W “ H or W “ Z depending on we discuss usual

or conditional fairness.

Then, the current statistical problem is reduced to testing the zero assumption

Hm0 : ErV |S “ 0,W “ ws “ ErV |S “ 1,W “ ws, for every w P Rd.

Again, keep in mind that Hm0 is a consequence of H˚0 , but is not equivalent to H˚0 .

In a nonparametric setting (i.e. no parametric assumption on pV, S,W q), Delgado and

González Manteiga (2001) have proposed a direct comparison of kernel-based estimators of
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conditional expectations. In contrast with Delgado and González Manteiga (2001) which

employs indicator testing functions, Huang et al. (2016) use a distance between a family of

conditional moments weighted by a set of so-called “Generically Comprehensively Revealing”

functions (possibly parameterized). Such functions are more fexible than indicators and

hence may better present the information.

When our conditioning variables W are discrete, not too numerous and take only a few

values, things are significantly simpler. Indeed, conveniently splitting the testing dataset,

it is possible to independently lead several Behrens-Fisher type tests. For instance, it

is possible to test the relationships (2.5) and (2.6) by applying p times some usual tests

proposed for checking demographic parity. We are facing p test statistics and would like

to test whether the assumption of equalized odds is realistic. This problem of multiple

testing is classical. Finding critical regions can be made after Bonferroni-type corrections,

for instance. But, to avoid the induced loss of statistical power, it is probably better to

directly test all the p relationships simultaneously, by building a relevant global test statistics

Tn,mpyq as for Hotelling’s test.

Instead of working with (possibly conditional) moments, an alternative would be to compare

(possibly conditional) medians, or even α´ quantiles for any α P p0, 1q. Indeed, under H˚0 ,

the quantiles of order α of V given pS “ 0,W “ wq and of V given pS “ 1,W “ wq are the

same. Such an approach may be considered as more robust than the previous moment-based

one, as quantiles are not influenced by outliers. For instance, the Hodges-Lehmann two

sample test is based on checking whether the median of the set tVi ´ Vj ; i “ 1, . . . , n j “

n ` 1, . . . , n ` mu can be considered as zero. We refer to Dehling and Fried (2012) for

extensions towards arbitrary quantile levels. This idea is close to the rank-based Wilcoxon-

Mann-Whitney (WMW) test procedure, when there are no covariates W . Formally, its zero

assumption is Hw0 : PpV0 ą V1q “ PpV1 ą V0q, where Vk is the law of V given S “ k,

k P t0, 1u. In the case of a continuous r.v. V and using empirical quantiles, the WMW

test statistics can be easily calculated as WMWn,m :“
řn
i“1Ri, where Ri is the rank of

Vi inside the combined sample pViqi“1,...,n`m. See Lee (2019) for technical details and the

asymptotic law of WMWn,m. If the samples sizes n and m are large, the latter statistic
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converges to a Gaussian distribution, and for small samples it is tabulated. Concerning a

comparison between t-tests and rank tests, keeping in mind the zero assumption H˚0 , see

the survey of Fay and Proscham (2010) and the references therein.

Remark 6.2. The topic of this section may be linked to the evaluation of treatment effects,

that has induced a flourishing literature in econometrics. In particular, our zero assumption

Hm0 can be interpreted as the property of “no selection bias”. See Imbens and Wooldridge

(2009) for a survey, and Lee and Wang (2009) for a general approach of testing. In partic-

ular, Heckman et al. (1998) proposed several kernel smoothing techniques.

7 Tests of fairness based on comparisons between distribu-

tions

7.1 Introduction

Working with means or conditional means induces some lack of information, if the goal is

to test H˚0 . The disadvantage of the tests of Section 6.2 is that they are only consistent

against a rather restricted set of alternatives and they could be quite ineffective in certain

situations. In other words, such testing procedures may induce a significant loss of power,

compared to alternative procedures that would focus on laws directly, i.e. that would

compare (conditional) cdfs’, densities, quantiles, characteristic functions, etc.

When there is no covariate, a general answer is to consider a distance D between two

distributions. Once empirically estimated, the approximated distance becomes a natural

candidate for defining a test statistic. To illustrate, in the case of our previous r.v. of

interest V , denote by Fk (resp. fk) the cdf (resp. density w.r.t. the Lebesgue measure,

when it exists) of V given pS “ kq, k P t0, 1u. Usual distances are

• DγpF0, F1q :“
ş `

F0´F1

˘γ
pyqwpyq dy or Dγpf0, f1q “

ş `

f0´f1

˘γ
pyqwpyq dy, for some

weight function w : R ÞÑ R` and some γ ą 0;

• D8pF0, F1q :“ supy
ˇ

ˇpF0 ´ F1qpyq
ˇ

ˇ (Kolmogorov-Smirnov);
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• DTV pF0, F1q :“ supAPB
ˇ

ˇF0pAq ´ F1pAq
ˇ

ˇ “
ş

|f1 ´ f0|{2pyqdy (Total variation), where

B denotes the Borel subsets on the real line;

• DHelpf0, f1q “
ş `?

f0 ´
?
f1

˘2
pyqdy (Hellinger); etc.

Note that diverse notions of contrasts/divergences/dissimilarities (Bregman, Kullback-Leibler,

etc) can be invoked too, instead of D, even if they are not always true distances. The natu-

ral counterparts for Fk are the empirical distributions F̂0ptq “ n´1
řn
i“1 1pVi ď tq, F̂1ptq “

m´1
řn`m
i“n`1 1pVi ď tq, for every t. In the case of densities, there are more competitors, but

the simplest ones are the Nadaraya-Watson kernel estimators f̂0ptq “
1

nhn

n
ÿ

i“1

K
`Vi ´ t

hn

˘

, f̂1ptq “

1

mhm

n`m
ÿ

i“n`1

K
`Vi ´ t

hm

˘

, for some bandwidth sequence phnq, hn ą 0, hn Ñ 0 when n Ñ 8,

and K denotes a univariate kernel function i.e. a real map s.t.
ş

K “ 1. For instance,

an estimator of DγpF0, F1q would be D̂γpF0, F1q :“
ş `

F̂0 ´ F̂1

˘γ
pyqwpyq dy. The consis-

tency of the estimated distances is insured when the estimators F̂k and/or f̂k are uniformly

convergent on the w support. Therefore, under H˚0 , D̂γpF0, F1q tends to zero a.s. due to

Glivenko-Cantelli theorem. Moreover, pn `mqγ{2D̂γpF0, F1q is weakly convergent when n

andm both tend to the infinity “at the same rate” because of the weak convergence of empir-

ical processes (Donsker theorem). The theory of the two-sample Kolmogorov–Smirnov test

is detailed in Van der Vaart and Wellner(1996), Section 3.7. Other traditional two-sample

goodness-of-fit tests based on empirical distribution functions include the Cramer–von Mises

and Anderson–Darling ones (Anderson and Darling, 1954; Pettitt, 1976). In the case of ker-

nel densities, a similar result applies under some conditions of regularity for the underlying

law, the kernel and for some range of the bandwidth sequences (see Einmahl and Mason,

2005 e.g.). Anderson et al. (1994) and Li (1996) studied different empirical counterparts

of D2pf0, f1q, e.g. The former authors directly considered
ş

pf̂1 ´ f̂0q
2, when the latter one

studied
ş

f̂1ptq F̂1pdtq`
ş

f̂0ptq F̂0pdtq´
ş

f̂1ptq F̂0pdtq´
ş

f̂0ptq F̂1pdtq . Interestingly, this latter

statistic is virtually the same as those recently proposed in Gretton et al. (2012) in a Re-

producing Hilbert Kernel Space (RKHS) framework. For instance, Cao and Van Keilegom

(2006) considered also tests for the two-sample problem with empirical likelihood techniques

based on kernel density estimates. Beside cdfs’ and densities, note that it is straightfor-
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ward to build a similar non-parametric approach by comparing the empirical characteristic

functions associated to the two samples, Epps and Singleton (1986). Nonetheless, most

of the limiting laws of the previous test statistics are complex. The calculation of critical

values has to be led by resampling techniques most of the time, particularly by bootstrap

(Mammen 2012, Section 3).

Remark 7.1. To discriminate between different testing procedures, an analysis of local

power is most often useful, i.e. of the ability of a test to detect local departures from the

null hypothesis. For the sake of illustration, the test based on D2pf̂0, f̂1q is still consistent

against (a sequence of) alternatives as H1 : f1 “ f0` δn,mg where pδn,mq is an array of real

numbers s.t. δ — pn`mq´1{2h
´d{2
n`m, and g denotes any integrable function chosen to ensure

that f1 is a valid density (
ş

g “ 0 simply). Details are in Gretton et al. (2012). Other

reasonings in terms of local power can be found in (Pagan and Ullah 1999, Section 2.9).

After this presentation of several tests for fairness based on distributions, we are interested

to see what can be done in the case of covariates and the test of the so-called “conditional

fairness” property ? Indeed, under such circumstances, testing all the previous fairness

concepts is similar to testing a conditional independence property, when one of the variables

is discrete. Therefore, H˚0 is strictly equivalent to

H0 : V is independent of S givenW,

sometimes simply rewritten H0 : V KK S |W , with the same notations as in Section 6.3.

Since many tests for conditional independence have been proposed in the literature, it is

tempting to build a bridge towards such techniques/proposals. We will focus on general

“omnibus” tests of conditional independence, that previously defined for arbitrary random

vectors pV,W, Sq, which may have continuous and/or discrete components. For instance,

Linton and Gozalo (2014) proposed a general procedure to discretize the spaces of pV,W, Sq

realizations to circumvent the curse of dimensionality. The latter general test has been

recently revisited by Mittag (2018) when dealing with a discrete variable S. There are many

competitors in this stream of the literature, where authors invoked diverse distances between

32
 

Documents de travail du Centre d'Economie de la Sorbonne 2021.34



distributions, many techniques and testing procédures of H0. For example, Huang (2010)

proposes tests for conditional independence using maximal nonlinear conditional correlation.

Huang et al. (2013) introduce a nonparametric test for conditional independence based on

an estimator of the topological ”distance” between restricted and unrestricted probability

measures corresponding to conditional independence or its absence, respectively. Su and

White (2008) propose a nonparametric test based on density functions and the weighted

Hellinger distance. Su and White (2012) propose a nonparametric test for conditional

independence using local polynomial quantile regression, and Su and White (2014) construct

a class of smoothed empirical likelihood-based tests for H0. Liu et al. (2018) and Su and

Spindler (2019) compare different smoothed conditional cdfs’ through a Cramer von-Mises

distance. Su and White (2007), Wang et al. (2015), Wang and Hong (2018) prefer to work

with some distances between smoothed conditional empirical characteristic functions.6

Testing for conditional independence is generally a challenging problem due to the curse of

dimensionality (Bergsma 2004). All the previously cited papers rely on kernel smoothing

and potentially suffer from this curse of dimensionality when d ą 2. Nonetheless, in some

particular cases, the latter testing procedures do not suffer from this problem (reduced

rates of convergence, requirement of huge datasets). This is obviously the case when the

number of continuous components of W is reasonable (i.e. not larger than three), and

when, simultaneously, the discrete components of W are not too numerous, with relatively

few items. Another possitibility is to assume that the classifier/regressor V is a map from

a few “indices” γ1kW , k “ 1, . . . , r, where r is less than three typically. In other words

V “ Rpγ11W, . . . , γ
1
rW q. When r “ 1, this is the classical single-index situation. Then,

instead of smoothing w.r.t. W , an adapted testing procedures would rely on smoothing

w.r.t. the vector of indices only, whose dimension is a lot smaller in general. In this vein, to

illustrate, Song (2009) proposed tests of conditional independence of two random variables

given a single-index involving an unknown finite dimensional parameter through Rosenblatt

transforms. Therefore, it is here sufficient to invoke univariate kernel estimates, even if the
6Other references are Bergsma (2004), Huang et al. (2007), de Matos and Fernandes (2007), Geenens

and Simar (2010), Bouezmarni et al. (2012), Bouezmarni and Taamouti (2014), Liu et al. (2018), Zhou et
al. (2020) too, among others.
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dimension of W is large.

More recently and with the develoment of Reproducing Kernel Hilbert Spaces (RKHS)

methods, some new distances between distributions and conditional distributions have been

successfully introduced: see Muandet et al. (2017) and the references therein. In particular,

Fukumizu et al. (2008) propose a measure of conditional dependence of random variables,

based on normalized cross-covariance operators on RKHS spaces. Such a measure is zero

if and only if H0 is satisfied (not only “if”!) and it can easily be estimated. This allows

the building of a consistent nonparametric tests of conditional independence. Alternatively

Doran et al. (2014) calibrate an ”optimal” permutation of the values of S (or V , if discrete)

so that their laws remain approximately unchanged given the covariate W . Afterwards,

a two sample test can be invoked to check whether such a permutation has disturbed the

joint law of pV, S,W q. If this is the case, H0 would be rejected. At the second stage, the

kernel-based two sample test of Gretton et al. (2012) is invoked. Such techniques are less

prone to the curse of dimensionality and admits fast convergence in terms of sample size,

Grünewälder et al. (2012). On the negative side, some finite distance bounds and the

asymptotic behavior of such RKHS-based test statistics have not been stated yet. Even

consistent, it is not clear whether such statistics are weakly convergent under H0. Finding

their critical values may be uncertain.

Remark 7.2. Actually, in our case, a key feature comes from the fact the variables S is

always discrete. Moreover, V is discrete too in a lot of interesting situations. Therefore, our

problem of conditional independence is equivalent to a two sample problem for conditional

distributions: denote by µV |w,0 (resp. µV |w,1) the laws of V given pW “ wq and S “ 0

(resp. S “ 1). Then, still in the case of conditional fairness, H˚0 (or H0, equivalently) may

be rewritten as

H˚0 : µV |W“w,S“0 “ µV |W“w,S“1 for every w P Rq.

Surprisingly, we are not aware of papers that directly tackle such a testing problem, instead

of relying on “omnibus” conditional indepdence procedures.
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7.2 A simple testing procedure in the case of many covariates

All the testing statistics that have been quickly reviewed above can be applied in the case

of demographic parity, equalized odds and lack of disparate mistreatment. Nonetheless,

in the case of conditional fairness, predictors involve many covariates in general. As a

consequence, we are expsoed to the curse of dimensionality and usual smoothing techniques

cannot be applied in practice. Thus, as in Linton and Gozalo’s (2014), we promote the

idea of discretizing the space of W (that includes our so-called covariates Z in the case of

conditional fairness). Consider a family of subsets A :“ tA1, . . . , Amu in Rq, typically a

partition of the latter space. It is tempting to build a test of

H̄0 : fV |WPAk,S“0 “ fV |WPAk,S“1 for every k “ 1, . . . ,m, or equivalently

H̄0 : fV |WPAk,S“0 “ fV |WPAk
for every k “ 1, . . . ,m.

Indeed, if we consider many “boxes” Ak that shrink towards singletons tzu in Rq, and if it

can be done for many values of z, H̄0 would be reduced toH˚0 . Unfortunately, this “shrinking

procedure” is unfeasible for obvious reasons. Moreover, H0 may be true when H̄0 is not.

This can be checked easily, because H̄0 is equivalent to

ż

Ak

fV |W“w,S“0pvq
PpS “ 0|W “ wq

PpS “ 0|W P Akq
fW pwq dw “

ż

Ak

fV |W“wpwqfW pwq dw, (7.1)

for every k “ 1, . . . ,m. Under H0, the relationship (7.1) (and then H̄0) is satisfied too if we

have

PpS “ 0|W “ wq “ PpS “ 0|W P Akq for every w P Ak, k “ 1, . . . ,m, (7.2)

a relatively strong requirement. The latter condition could be approximately enforced by

conveniently building the family of subsets A. To this goal, we propose to build a tree, that

allocates any observation W to a class S P t0, 1u. The goal of such a classifier is to make

disjoint boxes Ak (the leafs of a tree, possibly after grouping/prunig). Such boxes have to

be as much homogenous as possible, relative to S. In other words, in any subset Ak, we

expect that the vast majority of points Wi in Ak will be allocated to the same feature S.
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This means that the variability of the map w ÞÑ PpS “ 0|W “ wq will be weak, when

w P Ak. We hope that such maps will take relatively large (resp. small) values for every

w P Ak, depending on the considered subset Ak.

Therefore, let us propose a simple nonparametric test of H̄0 that will be relevant to test H0,

once the family A hase been conveniently chosen. Many tests are possible, replacing the

theoretical conditional probabilities by empirical counterparts. For instance, a Kolmogorov-

Smirnov-type test may be defined as

KSn :“ sup
v

sup
k

ˇ

ˇ

ˇ
PnpW P AkqPnpV ď v,W P Ak|S “ 0q´PnpW P Ak|S “ 0qPnpV ď v,W P Akq

ˇ

ˇ

ˇ
,

PnpV ď v,W P Ak|S “ 0q :“
1

n

n
ÿ

i“1

1pVi ď v,Wi P Akq,

PnpV ď v,W P Akq :“
1

n`m

n`m
ÿ

i“1

1pVi ď v,Wi P Akq,

PnpW P Ak|S “ 0q :“
1

n

n
ÿ

i“1

1pWi P Akq, PnpW P Akq :“
1

n`m

n`m
ÿ

i“1

1pWi P Akq.

Obviously, it is possible to build a similar statistic replacing the event pSi “ 0q by pSi “ 1q

everywhere. Moreover, we could replace the supremum over k “ 1, . . . ,m by a sum over all

boxes.

In the case of a discrete variable V P t0, 1, . . . , pu, a well-suited test statistic is

ĄKSn :“ sup
j“1,...,p

sup
k

ˇ

ˇ

ˇ
PnpW P AkqPnpV “ j,W P Ak|S “ 0q´PnpW P Ak|S “ 0qPnpV “ j,W P Akq

ˇ

ˇ

ˇ
,

PnpV “ j,W P Ak|S “ 0q :“
1

n

n
ÿ

i“1

1pVi “ j,Wi P Akq,

PnpV “ j,W P Akq :“
1

n`m

n`m
ÿ

i“1

1pVi “ j,Wi P Akq.

7.3 The case of pure discrete covariates

In the particular case of discrete covariates, our so-called vector W P Rd takes only a finite

number of values and smoothing is non longer necessary in theory. To build a test of H0, a
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simple approach is to consider as many bins as the number N of modalities of W . To fix

the ideas, it is possible to lead a test of conditional independence

H0,k : V KK S |W “ k, k “ 1, . . . , N in every bin.

For instance by a simple chi-square test of independence. Under H0,k, assume a test statistic

Tk weakly tends to a distribution µk. If we lead the same testing procedure in every bin

and if our test statistics Tk are distribution-free, then µk does not depend on k and is

simply denoted by µ. Now, to test H0, there remains a problem of aggregation because

there are potentially many bins N and many test statistics. In the case of purely discrete

binary variables V and W , Chiappori and Salanié (2000) were facing the same problem.

They proposed three ways to aggregate these test statistics to obtain three overall test

statistics for conditional independence. Here, we recall and adapt their simple proposals in

our setting:

(i) build a Kolmogorov-Smirnoff test statistic that compares the empirical distribution

function of the test statistics Tk, k “ 1, . . . , N with the cdf of the distribution µ;

(ii) alternatively, count the number of rejections for the independence test for each cell

and a given (identical) significance level α. It is asymptotically distributed as binomial

BinpN,αq under the null;

(iii) add up all the test statistics for each individual cell. Under the null, the resulting r.v.

Ttot is asymptotically distributed as the sum of N mutually independent variables

that follows the same law µ. In the particular case of chi-square tests, Tk „ χ2p1q and

Ttot „ χ2pNq. This is inline with the classical conditional independence tests in the

discrete setting through linear combination of chi-squared test distributions (Agresti

1992).

In case (iii), when the test statistics Tk are based on the squared L2 distance between the

joint distribution of pV, Sq and the product of its margins, a particular weighted average

of these Tk is optimal in terms of sample complexity (Canonne et al. 2018). In the case

of general divergence functions and contingency tables, Taniechi et al. (2019) recently pro-
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posed to approximate the distributions of chi-squared type test statistics through asymptotic

expansions.

Moreover, it has to be stressed that all “omnibus” tests of conditional independence can be

rewritten in the particular case of discrete variables, particularly discrete W . Indeed, even

if it is no longer necessary to smooth the distribution of W or the distibution of V given

W , these test statistics can be formally written and calculated in this particular case. And

the choice of smoothing parameters (bandwidths for kernel estimators, number of neighbors

for k-Nearest Neighbors, etc) does no longer matter. Nonetheless, the definition of such

omnibus test statistics, the associated estimators and their asymptotic theory, have not

been “fine tuned” for the particular case of discrete variables most of the time. There is

an (most often implicit and hidden) overlap between this stream of the literature and some

measures of association that have been historical proposed for discrete variables (Read and

Cressie (2012), e.g.). For example, the “normalized cross-covariance” between V and S (no

covariate), as introduced in Fukumizu et al. (2008), is reduced to the so-called mean square

contingency (also called φ-coefficient), that is a commonly used as a dependence measure

between discrete distribtions. For the sake of illustration, the particular version of W of our

Kolmogorov-Smirnov type statistic KSn of Section 7.2 would become

KSn :“ sup
v

sup
k

ˇ

ˇ

ˇ
PnpW “ wkqPnpV ď v,W “ wk|S “ 0q´PnpW “ ak|S “ 0qPnpV ď v,W “ akq

ˇ

ˇ

ˇ
,

when W P tw1, . . . , wNu

8 Empirics

Let us evaluate the numerical performances of our “fair bagging” classifiers and regressors

on a simulated experiment. We will consider the family of binary and continuous models

Y “ gθpXq for some finite dimensional parameter θ, and X “ pZ1, Z2, Sq with the same

notations as before: S P t0, 1u is the sensitive feature, Z1 P R is a (potential) continuous

or discrete conditional feature of interest for testing conditional fairness, and Z2 P Rp´1 is

stacking the other underlying explanatory variables.
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To fix the ideas, our Data Generating Process will be a mixture of Gaussian random vari-

ables:

hθpXq “ p1´ SqN
`

m0pXq, σ
2
0pXq

˘

` SN
`

m1pXq, σ
2
1pXq

˘

,

mkpXq “ a1kr1, Z1, Z2s, σ
2
kpXq “ exppb1kr1, Z1, Z2sq, k P t0, 1u,

for some vector of coefficients ak and bk in Rp`1. In other words, θ “ pa0, a1, b0, b1q. The

sensitive feature S will simply be drawn through a Bernoulli r.v. with parameter 1{2,

independently of X and the gaussian random variables.

When Y is binary, set Y “ gθpXq “ 1phθpXq ą 0q. When Y is continuous, simply set

Y “ gθpXq “ hθpXq. Our competitors will be

• usual classifiers as logistic, classification trees (CART) and SVM;

• usual regressors as k-Nearest Neighbors, kernel regression, SVM;

• some so-called ”fair” classifiers/regressors as proposed in the literature: Hardt et al.

(2016), Zafar et al. (2017), Donini et al. (2018), and possibly others.

All the latter competitors will try to predict Y from the available information, i.e. from

X, including S possibly. Note that, when X “ S only, such classifiers will be unfair by

construction. When X “ pZ1, Z2q but does not include S, this lack of fairness will be less

obvious. It will depend on the way the vector Z will be drawn, mainly whether the DGP of

Z is independent or not of S (to be measured by some indicators as detailed below). Our

“corrected” classifier will be those proposed in Section 4, i.e. given by (4.2), (4.3) and (4.4).

See Donini et al. (2018) for a comparable simulation scheme. See Friedler et al. (2019) too.

Interestingly, instead of starting from X and then generating Y , Donini et al. (2018) do

the opposite: given the value of Y (a binary variable) and S, they propose to generate Z

from different bivariate Gaussian vectors. For instance, given pY, Sq “ p1, 1q, the law of Z

is drawing along a N
`

p´1,´1q, 0.8I2

˘

. Given pY, Sq “ p1, 0q, the law of Z is drawing along

a N
`

p1, 1q, 0.8I2

˘

. Given pY, Sq “ p0, 1q (resp. pY, Sq “ p0, 0q), Z „ N
`

p0.5,´0.5q, 0.5I2

˘

(resp. Z „ N
`

p0.5, 0.5q, 0.5I2

˘

). In such a case, realizations of the bivariate vector Z are
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clearly dependent on S and there is some hope to build performing (unfair) classifiers that

only use the information Z (but not S) as inputs.

For every experiment, we draw a n sample Sn :“ pXi, Yiqi“1,...,n of i.i.d. data; every classifier

is estimated on Sn, including ours (through the estimation of ω as in Section 4). Their

predictive powers will be evaluated on another sample Sn1 :“ pXi, Yiqi“n`1,...,n`n1 of n1

data. Note that we do not try to estimate θ because the functional link between X and S

is unknown for modellers. Predicted values Ŷi are then available for measuring in-sample

(resp. out-of-sample) accuracy with Sn (resp. Sn1). In the case of binary outcomes, classical

measures of accuracy are the True Positive Rate (resp. True Negative Rate) PpŶ “ 1|Y “ 1q

(resp. PpŶ “ 0|Y “ 0q). In this study, we consider their simple average, the so-called

Balanced Classification Rate

BCR :“
1

2

`

PpŶ “ 1|Y “ 1q ` PpŶ “ 0|Y “ 0q
˘

P r0, 1s,

that can easily be estimated empirically. When dealing with conditinuous outcomes, we

propose to generalize such a measure as

BCRc :“
1

q

q
ÿ

k“1

PpŶ P Ak|Y P Akq P r0, 1s,

for a given partition A :“ Y
q
k“1Ak of the real line. For example, set q “ 10 and Ak “

pqYk´1, q
Y
k q, denoting by qYk the k-th decile of Y (to be empirically estimated) for k P

t1, . . . , 9u, q0 “ ´8 and q10 “ `8.

Many measures of fairness may be chosen, depending on the concepts we consider. Let us

work with the following ones:

• in the case of demographic parity, the so-called “disparate impact” (Feldman et al.

2015) DIdp :“ EpŶ |S “ 0q{EpŶ |S “ 1q for binary and continuous outcomes;

• in the case of equalized odds (equal opportunity, to be specific), set

DIeo :“
1

2

!PpŶ “ 1|S “ 0, Y “ 1q

PpŶ “ 1|Y “ 1q
`

PpŶ “ 1|S “ 0, Y “ 0q

PpŶ “ 1|Y “ 0q

)

,
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for binary outcomes. Dealing with continuous Y , we propose the measure of “mean

L1 fairness”

MLF :“ 1´ EY
“

|EpŶ |S “ 0, Y q ´ EpŶ |Y q|
‰

{EpY q.

Note that the latter measure may not belong to r0, 1s in general, even if MLF “ 1 in

case of perfect fairness.

• in the case of lack of disparate mistreatment, set DIldm :“ E
“

|Ŷ ´ Y ||S “ 0
‰

{E
“

|Ŷ ´

Y ||S “ 1
‰

for binary and continuous outcomes;

Note that calibration procedures of our “fair” classifiers/predictors will be led with Sn, as

detailed in Section 4. All the latter measures of fairness will be empirically evaluated on

the testing dataset Sn1 . For instance, we will calculate estimated disparate impact of binary

outcomes as xDI :“ Pn1pŶ “ 1|S “ 0q{Pn1pŶ “ 1|S “ 1q, denoting by Pn1 the empirical

measure associated to Sn1 . With continuous variables, it is necessary to rely on estimators

of regression functions. For instance, an empirical counterpart of MLF may be

{MLF :“ 1´
n`n1
ÿ

j“n`1

|r̂0pYjq ´ r̂pYjq|{
n`n1
ÿ

j“n`1

Ŷj ,

r̂0pyq “

řn`n1

i“n`1 Ŷi1pSi “ 0qKhpy ´ Yiq
řn`n1

i“n`1 1pSi “ 0qKhpy ´ Yiq
, r̂pyq “

řn`n1

i“n`1 ŶiKhpy ´ Yiq
řn`n1

i“n`1Khpy ´ Yiq
¨

To deal with conditional fairness, we can rely on the previous measures. Indeed, all of them

can be calcuted for every fixed value of Z1 “ z, after localization (by kernel smoothing, for

instance). To illustrate, the conditional disparate impact for demographic parity is defined

as DIcdppzq :“ EpŶ |S “ 0, Z1 “ zq{EpŶ |S “ 1, Z1 “ zq for binary and continuous outcomes;

it will be estimated as xDI
c

dppzq :“ r̂Z0 pzq{r̂
Z
1 pzq, where

r̂Zk pzq “

řn`n1

i“n`1 Ŷi1pSi “ kqKhpz ´ Ziq
řn`n1

i“n`1 1pSi “ kqKhpz ´ Ziq
, k P t0, 1u.

If the conditioning variable Z1 is discrete and have integer values, the latter formulas still

apply by replacing Khpz´Ziq by 1pZi “ zq (this can be numerically obtained with h ăă 1).

To obtain a global picture, we will calculate averages of the latter measuress w.r.t. the
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distribution of the covariate Z1. This yields

DIc,totcdp :“ EZ1

“

DIcdppZq
‰

» xDI
c,tot

dp :“
1

n1

n`n1
ÿ

i“n`1

xDIcdppZiq.

Once some classifiers are combined to impose fairness and to build a new classifier, what

would be the prediction performances of the latter one, compared to the former ones ? It is

likely such performances will be “average”, compared to the initial set of predictors. This will

be empirically checked: for every model, calculate the prediction error on the testing subset.

Check that this error for our fair classifier belongs to the convex hull of the prediction errors

of the initial classifiers. If this not the case, this necessitates investigation.

We will work with n “ n1 “ 1000 and resample 100 times our dataset of size n ` n1. We

will consider

(a) models without any covariate Z (i.e. p “ 0 and X “ S). We will illustrate the results

for a reference value θ˚a for which a0 “ 1, a1 “ p´1q, b0 “ b1 “ 0;

(b) models for which there is a single variable Z “ Z1 (i.e. p “ 1 and X “ pZ1, Sq).

Moreover, S and Z1 will be dependent: Z1 „ N pS, 1q. Here, the reference value will

be θ˚b for which a0 “ p1, 1q, a1 “ p´1, 1q, b0 “ b1 “ p0, 1q.

Afterwards, these experiments will be made for a grid value of parameters θ and the measures

of accuracy/fairness will be averaged over all these values, to obtain so-called “aggregated”

measures.

It will be interesting to apply the latter methdology on real datasets, in particular to deal

with the case of numerous variables Z. In the latter case, we will be able to illustrate the

test proposed in Section 7.2.
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