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Abstract

Background and objectives. We present a heuristic solution method to the prob-
lem of choosing hospital-wide antimicrobial treatments that minimize the cumulative
infected patient-days in the long run in a health care facility.

Methods. Our solution method is a rollout algorithm. We rely on the stochastic
version of a compartmental model to describe the spread of an infecting organism in
the health care facility and the emergence and spread of resistance to two drugs. We
assume that the parameters of the model are known. Treatments are chosen at the
beginning of each period based on the count of patients with each health status, and on
stochastic simulations of the future emergence and spread of antimicrobial resistance.
The same treatment is then administered to all patients, including uninfected patients,
during the period and cannot be adjusted until the next period.

Results. In our simulations, our algorithm allows to reduce the average cumulative
infected patient-days over two years by 47.0% compared to the best standard therapy,
and by 32.2% compared to a similar heuristic algorithm not using surveillance data
(significantly at the 95% threshold).

Conclusion. Our heuristic solution method is simple yet flexible. We explain
how it can be used either to perform online optimization, or to produce data for
quantitative analysis. Its performance is illustrated using a relatively simple infectious
disease transmission model, but it is compatible with more advanced epidemiological
models.

Keywords: health care associated infection, antimicrobial resistance, antibiotic cycling,
optimization, Monte-Carlo methods, stochastic model.
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1 Introduction

Health care facilities are particularly affected by infections with drug resistant patho-
gens, a major cause of morbidity and mortality [8]. There are two main reasons for this.
First, the spread of infections (whether drug resistant or not) can be easier in hospital en-
vironments [14] and furthermore hospital patients are more at risk of serious complications
than the general population. Second, antimicrobials are heavily used in health care facil-
ities, both for preventive reasons and empirically. Empirical therapies are antimicrobial
treatments administered at the onset of symptoms, when a therapy needs to be started
before microbiological test results are available. In this situation, the causative pathogen
and its resistance status can be entirely or partly unknown. However under antimicrobial
treatment, drug resistant mutant strains are favored compared to drug susceptible strains.
Antimicrobials can select for resistance both at the within-host and between-host levels
[17], thus prompting the emergence of resistance in health care facilities or the spread of
imported resistant strains.

In order to tackle this issue, empirical prescription policies have been proposed to slow
and even revert the evolution of resistance [19]. Indeed, at the molecular level, resistance
is acquired through the modification of essential pathways of the pathogenic organism.
Therefore, it is thought to be often associated with fitness costs: in the absence of treat-
ment, resistant organisms are less able to survive and reproduce than wild-type susceptible
organisms [2, 18]. It was then hoped that empirical therapy policies such as drug mixing
– assigning drugs randomly to patients – or drug cycling – switching from one drug to
another following a rotation schedule – would limit the emergence and spread of antimi-
crobial resistance. Yet the respective merits of drug mixing and drug cycling have been
debated, and empirical studies remain inconclusive (see [3, 4, 7, 16, 21, 22, 24] and the
references therein). The theoretical investigations of empirical therapy policies and their
design typically rely on aggregate (between-host) models of the emergence and spread of
antimicrobial resistance. We refer to [6, 20, 23] for extensive reviews of these models and
their applications.

Strategies making use of available information to adapt treatments (which is not the
case of mixing and cycling) have been proposed. In particular, it was shown that hospital-
wide policies based on the results of microbiological tests could limit the spread of resist-
ance [15] (see [1] for an example of similar strategy used in the field). In this scenario, all
symptomatic patients are tested at a given rate in order to choose an adequate individual
treatment. Asymptomatic patients and not yet tested symptomatic patients receive an em-
pirical treatment based on available test results. A significant advantage of this strategy is
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that it makes use of information available at no additional cost since tests are performed by
default for all symptomatic patients. Notice that hospital-wide policies are to be contrasted
from adaptation of treatments at the individual level. It was show than adapting individual
treatments based on the apparition of symptoms can outperform mixing and cycling [27];
and that using individual test results to adapt individual treatments can outperform not
only mixing and cycling, but also hospital-wide treatments based on test results at the
population level [3]. However, strategies at the individual level are left outside the scope
of this article. We focus on strategies at the hospital level. Such strategies have received
little attention outside [3, 15].

In the present article, we want to look at the problem of devising hospital-wide treat-
ment policies based on microbiological test results from a different angle and to propose
a new method to solve this problem. Our solution method has two important features.
First, we strive for near optimal policies. By contrast, the policies presented in [15], for
instance, are adaptive in that they specify which empirical treatment is to be administered
based solely on test results available at that time. Test results only depend on the spread
of the disease in the past and on past treatments, and decisions do not anticipate fu-
ture scenarios. Of course, the merit of an empirical therapy at a given time depends not
only on past treatments, but also on the subsequent course of the epidemic, that is on
subsequent empirical treatments. We solve this dynamic optimization problem using a rol-
lout algorithm [5, 9]. This heuristic algorithm consists in choosing an empirical treatment
for a given period based on simulations of the future emergence and spread of resistant
pathogens in the considered health care facility. To do this we rely on a stochastic com-
partmental model derived from models previously introduced in [23]. Our hospital-wide
treatment policies are contingent on the exact number of patients with each health status,
so relying on a stochastic model is necessary. Simulations assume future treatments heur-
istically. At this point, it is worth emphasizing that our objective is not to propose a
new epidemiological model or to investigate the forces driving the emergence and spread
of antimicrobial resistance in health care facilities. We use a theoretical compartmental
model meant to reproduce general features of the emergence and spread of antimicrobial
resistance, rather than the features of a particular pathogen or health care facility. The
Monte-Carlo look-ahead procedure presented in this article was previously used to design
empirical antimicrobial therapy policies based on the same compartmental model in scen-
arios where surveillance data is not available [11]. Similar algorithms were also used to
optimize chemotherapy regimens [12, 13].

Second, we assume that we periodically have access to the health status of all patients
in the hospital. That is, we are able to test all patients with a fixed period, and test results
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are available immediately.1 In [15], information becomes available continuously, but it is
only partial – test results are used as a proxy for actual prevalence. Also, the hospital-
wide treatment policies we propose to devise go beyond the strict definition of empirical
treatments, although our study stems from the empirical treatment literature. Indeed,
we assume that all patients, including uninfected patients, receive the same treatment;
and that treatments are not continuously adjusted dynamically during periods between
observations. In particular, patients whose health status is known receive all the same
treatment. This raises obvious ethical issues that will not be discussed here: the flexib-
ility of our heuristic method allows to easily take into account any ethical or practical
constraint.

We present the materials and methods used in the study in Section 2: the compart-
mental model describing the emergence and spread of a microbial disease with resistant
strains in a health care facility in Section 2.1, and the optimization algorithm in Section 2.2.
We show and discus our results in Section 3. Section 4 concludes.

2 Materials and methods

2.1 Model

A sketch of our epidemiological model is shown in Figure 1. We refer to [11] for an
introduction of the model and an in-depth discussion of the underlying biological assump-
tions. We summarize the considered events in Table 1 and the parameters in Table 2.
Notice that we do not seek to model the spread of a specific pathogen, which is stand-
ard practice in the theoretical and methodological literature [23]. Parameter values were
chosen in biologically plausible ranges; see for instance [26]. We emphasize that methods
for learning parameters values from data are left outside the scope of this study. The model
was used in a previous study [10] to underline the difference between decision making when
parameters are unknown, and decision making when they are known as it is the case in
the present study.

A summary of the main features of the model is adapted from [10] below.

• Pathogenic strains. We model resistance to two drugs, drug 1 and drug 2. At each
time, a patient is either infected with a wild-type strain susceptible to both drugs,
infected with a strain resistant to drug 1 but not to drug 2 (1-resistant), infected
with a strain resistant to drug 2 but not to drug 1 (2-resistant), infected with a strain

1The issue of data acquisition and integration is not considered here. We refer to [25] for a broad
overview of the use of artificial intelligence in the design of drug treatments.
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resistant to both drugs (12-resistant), or uninfected with any of the above. S, R1,
R2, R12, and X denote the number of patients with each health status respectively.
We assume that infected patients are only infected with one pathogenic strain at any
given time.

• Admissions and discharges. We consider a small health care facility or a hospital
ward with an average population of N = 40 patients. We assume that admission and
discharge do not depend on health status. However, we also make the simplifying
assumption that transmission of strains and emergence of resistance in the community
is exogenous to the problem in hand.

• Treatments. Three treatments are available: drug 1 in monotherapy (treatment 1),
drug 2 in monotherapy (treatment 2), and a combination of drugs 1 and 2 (treatment
12). Patients can also be left without a treatment (treatment 0). Decision variable
fi, i ∈ {0, 1, 2, 12}, is equal to 1 when patients receive treatment i and to 0 otherwise.
At all time, f0 + f1 + f2 + f12 = 1.

• Recovery. Infected patients recover spontaneously at rate γ regardless of the infecting
strain. Patients receiving adequate treatment recover at rate τ .

• De novo mutation. Infecting organisms acquire i-resistance through de novo muta-
tion at rate νi, i ∈ {1, 2, 12}, of two different genes as illustrated in Figure A.1 in
Appendix.

• Infection and superinfection. We assume homogeneous mixing. Pathogenic strains
are transmitted to uninfected patients with transmission rate β, and to already in-
fected patients with transmission rate σβ. We assume σ = 1 in this instance of the
model, but the general case is σ ∈ [0, 1]. i-resistant strains incur a fitness cost on
transmission ci ∈ [0, 1], i ∈ {1, 2, 12}, and their transmission rate is weighed by 1−ci.

• Strain replacement. Within-host, a new pathogenic strain acquired through de novo
mutation or contagion must compete with the resident pathogenic strain or with
the commensal microflora in the case of previously uninfected patients. i-resistant
strains incur a fitness cost si ∈ [0, 1], i ∈ {1, 2, 12}, on competitive performance. We
normalize the fitness cost sS of the wild-type susceptible strain to 0, and the fitness
cost sX of the commensal microflora to 1. A strain receiving adequate treatment has
a fitness cost of 1. The rate of replacement of a resident strain with fitness cost sj
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Figure 1: Compartmental model. For clarity we display de novo mutations (black,
panel (a)) and contagion (black, panel (b)) on two separate graphs. Gray: admissions
and discharges. Dotted gray: recovery. Some arrows representing different events were
merged for readability. Reproduced from [10].

by a new strain with fitness cost si is given by function χε as

χε(si, sj) =


1 if si − sj ≤ −ε
0.5− si−sj

2ε
if |si − sj| < ε

0 if si − sj ≥ ε.
(1)

We further assume that a new strain cannot colonize a treated patient unless it is
resistant to the treatment.
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Population changes Rate
Admissions and discharges
S ← S + 1 NµmS

Ri ← Ri + 1, i ∈ {1, 2, 12} Nµmi

X ← X + 1 Nµ
(

1−
∑

i∈{S,1,2,12}mi

)
S ← S − 1 µS
Ri ← Ri − 1, i ∈ {1, 2, 12} µRi

X ← X − 1 µX
De novo mutations
S ← S − 1, Ri ← Ri + 1, i ∈ {1, 2} νi [f0χε(si, sS) + fiχε(si, 1)]S
S ← S − 1, R12 ← R12 + 1 ν12 [f0χε(s12, sS) + (f1 + f2 + f12)χε(s12, 1)]S
Ri ← Ri − 1, R12 ← R12 + 1, i ∈ {1, 2} ν(3−i) [(f0 + fi)χε(s12, si)

+(f(3−i) + f12)χε(s12, 1)
]
Ri

Infections and recoveries
X ← X − 1, S ← S + 1 f0β(1− cS)χε(sS, 1)XS/N
X ← X − 1, Ri ← Ri + 1, i ∈ {1, 2} (f0 + f(3−i))β(1− ci)χε(si, 1)XRi/N
X ← X − 1, R12 ← R12 + 1 β(1− c12)χε(s12, 1)XR12/N
S ← S − 1, X ← X + 1 [τ(f1 + f2 + f12) + γ]S
Ri ← Ri − 1, X ← X + 1, i ∈ {1, 2}

[
τ(f(3−i) + f12) + γ

]
Ri

R12 ← R12 − 1, X ← X + 1 γR12

Superinfections
S ← S − 1, Ri ← Ri + 1, i ∈ {1, 2} σβ(1− ci) [f0χε(si, sS) + fiχε(si, 1)]SRi/N
Ri ← Ri − 1, S ← S + 1, i ∈ {1, 2} σβ(1− cS)f0χε(sS, si)SRi/N
S ← S − 1, R12 ← R12 + 1 σβ(1− c12) [f0χε(s12, sS)

+(f1 + f2 + f12)χε(s12, 1)]SR12/N
R12 ← R12 − 1, S ← S + 1 σβ(1− cS)f0χε(sS, s12)SR12/N
Ri ← Ri − 1, R12 ← R12 + 1, i ∈ {1, 2} σβ(1− c12) [(f0 + fi)χε(s12, si)

+(f(3−i) + f12)χε(s12, 1)
]
RiR12/N

R12 ← R12 − 1, Ri ← Ri + 1, i ∈ {1, 2} σβ(1− ci)(f0 + fi)χε(si, s12)RiR12/N
Ri ← Ri − 1, σβ(1− c(3−i))

[
f0χε(s(3−i), si)

R(3−i) ← R(3−i) + 1, i ∈ {1, 2} +f(3−i)χε(s(3−i), 1)
]
RiR(3−i)/N

Table 1: Events considered in the model.
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Parameter Unit Description Value
Admissions and discharges

N – Average number of patients. 40
µ day-1 Turnover rate. 0.1

mS – Proportion of incoming patients infected with the sus-
ceptible strain. 0.1

m1 – Proportion of incoming patients infected with the
strain resistant to drug 1. 0.05

m2 – Proportion of incoming patients infected with the
strain resistant to drug 2. 0.01

m12 – Proportion of incoming patients infected with the
strain resistant to drugs 1 and 2. 0.005

De novo mutations and fitness costs

νi day-1 Rate of acquisition of resistance to treatment i through
de novo mutation. i ∈ {1, 2, 12} 0.005

ci – Cost on infectivity of resistance to treatment i, i ∈
{1, 2, 12}. 0.2

cS – Cost on infectivity of susceptible organisms. 0

si – Cost on competitive performance of resistance to treat-
ment i, i ∈ {1, 2, 12}. 0.2

sS – Cost on competitive performance of susceptible organ-
isms. 0

sX – Cost on competitive performance of commensal organ-
isms. 1

ε – Slope parameter in function χε. 0.5
Infections, superinfections, and recoveries

β day-1 Transmission rate. 0.5
σ – Relative rate of superinfection. 1
γ day-1 Rate of spontaneous recovery. 0.1
τ day-1 Rate of recovery under appropriate treatment. 0.3

Table 2: Model parameters.
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2.2 Optimization algorithm

Our objective is to minimize the cumulative infected patient-days in the long run (two
years). We assume that we are able to know the exact number of patients with each health
status every ∆h days. Upon observation of patients’ health status, we must decide on a
treatment to be administered to all patients over the next ∆h days. This treatment cannot
be changed over ∆h days. This precludes adjustments of the treatment administered to all
patients, but also adjustments of individual treatments based, for instance, on the evolution
of the symptoms. In the following, unless otherwise specified, ∆h = 15 days.

Function stateToTreatment (Algorithm 1) returns the treatment to be used over
the next ∆h days given the observed current state of the epidemic.2 Θ denotes the set of
available treatments among which we are to choose. It includes treatments 0, 1, 2, and
12. The treatment administered during the next ∆h days will have an influence on the
subsequent spread of the disease, on the emergence of drug resistance, and therefore on the
cumulative infected patient-days. However, the long term effects of this treatment will also
depend on subsequent treatment decisions, which are yet unknown. Therefore, we decide
on the treatment to be administered during the next ∆h days by heuristically assuming
that a default treatment θdefault will be administered afterwards over an horizon H −∆h,
where H is equal to two years (720 days).

Since the population dynamics parameters of the health care facility and of the disease
are known, we are able to compare treatments by running stochastic simulations of the
model presented in Section 2.1, starting from the observed state of the epidemic. This
is done in the two basic functions stochSimu and evaluateDecision that consist in
computing a score over a set of stochastic simulations.3

For each available treatment option θ ∈ Θ, function stateToTreatment runs nS =

800 stochastic simulations assuming that θ is administered over ∆h days, and that default
treatment θdefault is administered during the following H − ∆h days. We choose the
treatment θ∗ for which the average over nS simulations of the cumulative infected patient-
days over H is the smallest.

The results presented in this article were obtained using treatment 2 as default treat-
ment. Notice that different default treatments will lead to different decisions. A default
treatment is chosen beforehand by simulating the use of the algorithm with different de-
fault treatments. Which default treatment performs better than the others will depend on

2Our dynamic model is Markovian, so all the information regarding the past dynamics is indeed sum-
marized with no loss in the current state of the epidemic.

3Both functions are implemented identically when solving the problem without observing the state of
the epidemic (see [11]), but in the present case their output is used online.
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the underlying epidemiological model and its parameters.

Algorithm 1 Choice of a policy given the observation of the number of patients in each
health status
1: function stateToTreatment(state, Θ, ∆h, θdefault, H, nS )

. Given the observed state, choose the best treatment in set Θ over interval ∆h
assuming that default policy θdefault is used next over horizon H −∆h.

2: initialize a set S of nS stochastic simulations with the observed state
3: for all θ ∈ Θ do
4: Sθ ← a copy of S
5: scoreθ ← evaluateDecision(Sθ, θ, ∆h, θdefault, H −∆h)
6: end for
7: θ∗ ← argminθ∈Θ scoreθ
8: return θ∗

9: end function

10: function evaluateDecision(S, θ1, H1, θ2, H2)
. Evaluate the performance over simulation set S of using treatment θ1 over

horizon H1 (the immediate decision) followed by treatment θ2 starting at date H1 and
over H2 (the default policy), and return a score.

11: for all s ∈ S do
12: stochSimu(s, θ1, H1, 0)
13: stochSimu(s, θ2, H2, H1)
14: end for
15: return average cumulative infected patient-days over S
16: end function

17: procedure stochSimu(s, θ, H, h)
. Update simulation s by running the stochastic model with treatment θ starting at

date h and over horizon H.
18: simulate s starting from its current state, using the model presented in Section 2.1

with the fi’s (i ∈ {0, 1, 2, 12}) corresponding to θ, starting at date h and over H
19: end procedure
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3 Results

We ran 400 simulations using the optimization algorithm presented in Section 2.2. Each
simulation was initialized with a period of 30 years (10800 days) without treatment. A
treatment was then chosen for each period of ∆h = 15 days over two years (720 days)
by observing the number of patients at the beginning of the period and calling function
stateToTreatment. Thus, we obtained 400 different hospital-wide treatment regimens
(shown in Figure A.2 in Appendix).

We call OPTIDYN the therapy policy that consists in using our optimization algorithm
to choose treatments. We compare the performance of OPTIDYN over two years with that
of the following policies: NONE, that consists in administering no treatment; COMBO,
that consists in administering treatment 12; CYC-30, that consists in alternating 30 days
of treatment 1 with 30 days of treatment 2; MONO-1 that consists in treatment 1 in
monotherapy; and MONO-2, that consists in treatment 2 in monotherapy. Finally, we
compare OPTIDYN with OPTI, a policy that consists in choosing a treatment regimen for
two years with drug switches allowed every 30 days, based on no other information than
the population dynamics parameters, as explained in [11].4

The results obtained with the considered policies are shown in Figure 2 and Table 3.
The combination therapy COMBO and the cycling therapy CYC-30 show relatively close
performances. The former allows a 32.4% and the latter a 31.2% reduction in the average
cumulative infected patient-days over two years compared to the NONE policy. Both
COMBO and CYC-30 perform better than the monotherapies MONO-1 and MONO-2.
The “optimal” policy obtained without health status counts, OPTI, allows to decrease the
average cumulative infected patient-days by 47.1% compared to NONE, and by 21.8%
compared to COMBO. By comparison, OPTIDYN yields a reduction of 64.1% compared
to NONE, and of 47.0% compared to COMBO. Finally, OPTIDYN allows a reduction of
32.2% in the average cumulative infected patient-days compared to OPTI. The reductions
in patient-days obtained with OPTIDYN are significant at the 95 % threshold.

In Figure 3, we compare the evolution in time of the average cumulative infected patient-
days under OPTI, COMBO, and OPTIDYN (see Figure A.7 in Appendix for percentiles).
OPTI and COMBO tend to yield close results until approximately day 250. The perform-
ance of OPTIDYN, however, diverges from that of OPTI and COMBO as early as from day
100. Hence during the first 100 days, the information regarding the state of the epidemic
is of little value – this period corresponds to the transient state departing from the initial
treatment 0 steady state. However, after day 100, information has a significant value as it

4See Figures A.3–A.6 in Appendix for the evolution in time of the population in each compartment
under different policies.
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Figure 2: Box plot of the cumulative infected patient-days (400 simulations). Boxes: 95%
confidence intervals. Whiskers: 5th and 95th percentiles of the simulations.

Policy Patient-days 95% CI
NONE 18,215.4 18,126.2 – 18,304.6
COMBO 12,314.5 12,122.3 – 12,506.8
CYC-30 12,525.3 12,355.1 – 12,695.6
MONO-1 14,716.7 14,618.9 – 14,814.6
MONO-2 13,813.8 13,689.7 – 13,937.9
OPTI 9,629.61 9,462.96 – 9,796.25
OPTIDYN 6,531.13 6,365.9 – 6,696.36

Table 3: Average cumulative infected patient-days (400 simulations) obtained with different
policies.

allows a substantial decrease in the number of infected individuals.
We also ran simulations using our algorithm to compute OPTIDYN with ∆h = 30 days

and ∆h = 5 days. The results are shown in Table 4. Starting from optimization without
surveillance and treatment switches allowed every 30 days (OPTI policy, see Table 3), im-
plementing surveillance every 30 days and using this information to decide on treatments
allows a 23.4% decrease in average cumulative infected patient-days over two years. Doub-
ling surveillance frequency to ∆h = 15 days yields a further 11.5% decrease. With ∆h = 5

days, the stochastic noise is too important to have better results than with ∆h = 15 days
and the performance is decreased. Improving this result would require larger computational
power.
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Figure 3: Average cumulative infected patient-days as a function of time (400 simulations).
Black: OPTI. Gray (above): COMBO. Gray (below): OPTIDYN. Dashed: 95% CI.

∆h Patient-days 95% CI
30 days 7,378.65 7,196.13 – 7,561.17
15 days 6,531.13 6,365.9 – 6,696.36
5 days 8,639.12 8,420.17 – 8,858.06

Table 4: Average cumulative infected patient-days (400 simulations) obtained with OPTI-
DYN and different values of ∆h.

In a health care facility, our optimization algorithm can be implemented online by
screening the patient population to get the number of patients with each health status
every ∆h days, and then calling function stateToTreatment to decide on a treatment
for the next ∆h days. The computation of a treatment for the next ∆h days given the
current state of the epidemic is tractable on a laptop computer. An alternative way to
use the algorithm is to run simulations beforehand (just as we did to produce the results
presented here), store the results, and use them to read directly the treatment to be
administered given the population with each health status, and the population evolution
to be expected given that treatment. Doing so, it might prove necessary to resort to
clustering techniques in order to recognize what treatment to use at a given time given the
number of individuals with each health status. Deep learning algorithms, for instance, have
been used to solve complex recognition tasks.5 The implementation of these algorithms is

5We illustrate the complexity of the output data of our model in Figure A.8 in Appendix.
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left to later investigations.

4 Conclusion

We propose a solution to the problem of choosing an antimicrobial treatment to be
administered to the whole patient population in a health care facility. Our objective is to
minimize the cumulative infected patient-days in the long run given that infecting organ-
isms may evolve antimicrobial resistance. The treatment is to be chosen periodically based
on the count of patients with each health status at that moment, and on the population
dynamics parameters of the health care facility and of the disease. Previous studies have in-
vestigated empirical strategies based on screening test results. The great advantage of such
strategies is that they make use of information available at no additional cost. However this
approach typically only allows to compare a number of specific predefined strategies, such
as threshold-based rules in which empirical treatments are switched if resistance frequency
reaches some prespecified level. Also, these strategies are adaptive in that they specify a
treatment at each time without taking account of the subsequent spread of the disease.

To some extent, it could be said that practical considerations (such as the availability
of screening data) were the starting point of these previous studies. Here we looked at the
problem the other way around. We strove for near optimal treatments as a first step, using
a flexible method that will allow to take any practical or ethical constraint into account
in future studies. To do this we used a Monte-Carlo look-ahead method that consists in
a choosing a treatment at a given time based on a large number of stochastic simulations
heuristically assuming future treatments.

In the scenario considered in this article, our method allowed a 47.0% reduction in
the average cumulative infected patient-days over two years compared to the combination
therapy (a strategy widely used in the clinic). Compared to an optimization method that
does not use periodic surveillance data, the average cumulative infected patient-days was
reduced by 32.2%.

Our algorithm can be used to produce data amenable to quantitative analysis. We
believe that this calls for further investigation as it could allow to set up simple and practical
decision rules to solve the complex problem of choosing treatments to be administered to
all patients in a health care facility.

As a word of caution, we must emphasize that just as any other simulation-based ap-
proach, or method is only as good as the underlying epidemiological model. Besides, in real-
life settings, model parameters are often unknown or difficult to obtain. Yet our method is
compatible with advanced epidemiological models (e.g. agent-based) and Bayesian model
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calibration techniques.
Finally, our method is essentially heuristic. By no mean do we claim that it will out-

perform much simpler methods (simple feedback controllers, say) in all settings. However,
the emergence and spread of antimicrobial resistance being a highly complex phenomenon,
we are confident that heuristic Monte-Carlo methods will suit real-life settings.
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A Additional figures
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Figure A.1: The four genotypes included in our model with mutation rates. The arrows
represent transitions between genotypes. The two considered genes are separated by a
comma. ‘+’ represents a wild-type allele. ‘1’ and ‘2’ represent alleles giving resistance to
drugs 1 and 2 respectively. (+,+): wild-type susceptible. (1,+): 1-resistance only. (+, 2):
2-resistance only. (1, 2): resistance to both drugs.
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Figure A.2: The 400 treatment regimens obtained with our optimization algorithm. Red:
treatment 0. Green: treatment 1. Blue: treatment 2. Black: treatment 12.
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(e) X

Figure A.3: Number of patients in each compartment as a function of time when no
treatment is used (NONE policy). Black: average over 400 simulations. Shades of red: ith
and (100− i)th percentiles for i from 5 to 50 by increments of 5.
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Figure A.4: Number of patients in each compartment as a function of time when the
COMBO policy is used. Black: average over 400 simulations. Shades of red: ith and
(100− i)th percentiles for i from 5 to 50 by increments of 5.
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Figure A.5: Number of patients in each compartment as a function of time when the OPTI
policy is used. Black: average over 400 simulations. Shades of red: ith and (100 − i)th

percentiles for i from 5 to 50 by increments of 5.
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Figure A.6: Number of patients in each compartment as a function of time when the
OPTIDYN policy is used. Black: average over 400 simulations. Shades of red: ith and
(100− i)th percentiles for i from 5 to 50 by increments of 5.
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(a) NONE (b) COMBO

(c) OPTI (d) OPTIDYN

Figure A.7: Cumulative infected patient-days as a function time when the NONE,
COMBO, OPTI and OPTIDYN policies are used. Black: average over 400 simulations.
Shades of red: ith and (100− i)th percentiles for i from 5 to 50 by increments of 5.

25



Figure A.8: Chosen treatment as a function of the observed population in pairs of com-
partments. Crosses: function stateToTreatment calls. Red: treatment 0. Green:
treatment 1. Blue: treatment 2. Black: treatment 12. Dashed: y=x lines.

26


