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Abstract

What drives financial contagion? The empirical literature aimed at modeling
financial risk spillovers in crisis periods and documenting the role of contagion
channels is subject to an endogeneity issue, as the channel itself can respond to a
change in the level of risk. We tackle this issue by using a novel spatial econometric
estimation procedure based on a control function approach and offer “robust-to-
endogeneity ” evidence on the role of indirect financial contagion channels in the
banking industry. Our estimations, based on on 28 large US banks during the
financial crisis (2007Q3-2013Q2), confirm that several channels are endogeneous.
Accounting for endogeneity is proved to be important for recovering reliable esti-
mates of transmission mechanisms. Banks similarity in fundamentals, similarity
in investment strategy as well as common exposure appear as significant drivers of
contagion. Based on relevant transmission’s channels, we build a simple systemic
risk indicator named “Interaction Based Centrality”. We show that it may help
forecast vulnerable institutions in times of crisis and could thereby be used for
monitoring purposes by regulatory authorities.
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The key ingredient in 2007 was indirect contagion, which occurs when a

firm’s actions generate externalities that affect other firms through non-

contractual channels. (Clerc et al., 2016, p.3)

1 Introduction

Contagion cascades in the banking industry build on the premise that banks’ losses

in a crisis period can be transmitted from one institution to another through their

interconnectedness, meaning that a small segment of the market can destabilize the

whole industry. In the case of the global banking crisis that broke out in 2007 multi-

ple channels of contagion were potentially at play, including cross-lending in interbank

markets, fire-sale externalities and characteristics-based similarities (information chan-

nels) to cite a few (see Clerc et al., 2016). From that period, growing consensus on

the importance of financial sector interconnectedness has spread rapidly in both the

research and policy worlds. In the latter, policymakers have pressed forcefully for the

introduction of insights from financial interconnectedness and network theory on stress

testing (Espinosa-Vega and Solé, 2011) and identification of Globally Systemically Im-

portant Banks (GSIBs). On the other side, the research community has been implicitly

entrusted to guide policy decisions by documenting theoretically and empirically the

contagion channels as well as the associated transmission mechanisms.

What drives financial contagion? We argue in this paper that the empirical literature

aimed at documenting the channels of contagion is subject to an endogeneity issue,
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which means that careful treatment of the data is required to retrieve reliable evidence.

The problem stems from the response of the transmission channel itself to the distress

of a financial institution or a country, depending on the context. Ignoring this form

of endogeneity yields inconsistent and biased parameters estimates, as acknowledged

in recent studies on spillover effects (see Kelejian and Piras, 2014; Qu and Lee, 2015).

Relying on a “robust-to-endogeneity” framework recently developed by Shi and Lee

(2018), this paper provides new evidence about the drivers of financial contagion in the

banking industry, which was at core of the US financial crisis in the late 2000s. In a

nutshell, our results – based on a sample of 28 large US institutions over the 2007Q3 –

2013Q2 crisis period – unambiguously confirm the endogeneity of several transmission

channels discussed in the literature, show the importance of controlling for it in the es-

timation procedure and confirm the role of common portfolio exposure, along with both

investment-based similarity and fundamental-based similarity, as channels of contagion.

While the theoretical or simulation-based literature is vast, econometric studies on in-

terconnectedness and spillover effects in the banking industry are scarcer (see, for an

overview of contagion in financial networks, Glasserman and Young, 2016).1 Among the

causes explaining this asymmetry of treatment stand two historical caveats. First, the

applied literature has suffered from limited access to data on banks’ physical intercon-

nectedness. Second, estimating a contagion model requires an econometric approach

that accounts for cross-sectional dependence in the data. In recent years, however,
1Notable empirical contributions aiming to estimate financial interconnectedness include, for in-

stance, Billio et al. (2012), Blasques et al. (2016), Demirer et al. (2018) and Betz et al. (2016) and,
more recently, Wang et al. (2019).

4



remarkable progress has been made on both fronts. Data have been made increasingly

available to researchers, even though relevant information such as cross-lending is still

difficult to obtain by most researchers outside central banks.2 Meanwhile, new classes

of “system-wide” econometric models have emerged in applied works on macroeconomic

or financial contagion, accommodating cross-sectional correlation in the data. Among

these models, some remain “agnostic” on the nature of interconnections, such as large

VAR models (Diebold and Yilmaz, 2009). Others pertaining to Global Vector Auto-

Regression (GVAR) or spatial econometrics models explicitly specify in their reduced

form equation the links governing the spillover effects process (see, among others Favero,

2013 for GVAR and Blasques et al., 2016 and Debarsy et al., 2018 for spatial economet-

ric models). Spatial econometric models in particular display several attractive features

in relation to model contagion. This class of models builds on the premise that a spe-

cific individual (here a bank characterized by its stock returns’ volatility) is affected

by her neighborhood. The closer the neighbors, the stronger their influence. Whether

other entities populating the system are distant or close is governed by an interaction

scheme (matrix) set by the researcher. Modelling propagation of financial turbulence,

Jing et al. (2018) use, for instance, trade and capital flows as interaction matrices. Im-

portantly, the statistical inference regarding the relevance of each interaction scheme

can be performed. Compared to “agnostic” models such as large VAR models that do

not impose economically-based interaction schemes, these models enable isolating the

contribution of specific channels of spillover (i.e. specific matrices). They also allow

comparison of their respective importance (see Debarsy et al., 2018; Elhorst et al., 2018
2Data on cross-lending for instance are made available on a discretionary basis to central banks

(see regulation introduced by the ECB, 2012, and set of data available here) .
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for further discussions on these two classes of models), making them of utmost interest

for policymakers.

When it comes to estimating these models, however, one central assumption was often

overlooked. It pertains to the exogeneity of the interaction matrix.3 We argue that this

assumption might be violated in a number of cases, be it in the banking industry or,

in many other instances in economics and finance more generally. In our context, for

instance, the exogeneity assumption implies that interaction matrices (i.e. transmission

channels) such as those constructed from cross-lending or characteristics-based similar-

ities (e.g. similarity in size or portfolio composition) do not respond to a change in the

financial conditions of an institution. In practice, though, it is likely that the distress

of a bank, for instance, will soon affect its lending relationship or the composition of

its portfolio, changing its interaction scheme with the rest of the industry. Wang et al.

(2019) acknowledge the problem in a contribution, closely related to ours, document-

ing the role of the information contagion channel with a spatial econometric model.

Quoting their study, they emphasize that “ [t]he data-generating process assumes that

information contagion happens for given perceptions of the bank similarities. However,

if the underlying similarities can change as a result of information spillovers, then si-

multaneity will lead to biased estimates of the network effects.” Eventually, they try to

mitigate the problem by playing with the data frequency. We add to their contribution

by addressing the problem in full, proposing a “robust” approach to contagion. Robust,
3Some studies try to mitigate the problem by taking lagged values of the interaction matrix. How-

ever, this approach is subject to the same well-known criticisms as traditional endogenous regressors.
An alternative consists in using a fixed interaction matrix that disregards their actual dynamics through
time.
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in our context, means that we model contagion effects in the banking industry while

relaxing the exogeneity assumption on the channel of transmission. Specifically, we pro-

ceed in two steps. First, we test for the presence of endogeneity. Second, we interpret

the results for the most suited model – that is, with a correction for the presence of

endogeneity should the matrix be endogenous or without otherwise.

To do so, we rely on the spatial panel data model with time-varying interaction matri-

ces recently developed by Shi and Lee (2018). This paper develops a control function

approach that accommodates endogenous interaction matrices. It also displays two ad-

ditional interesting features for modelling the contagion phenomenon. First, it does not

require identifying external instruments, which is often a difficult task and a subject

of debate. Second, it enables including in a single model both spillover effects and “

systematic ” effects through the inclusion of common factors. The effects of common

risk factors can thus be easily separated from purely cascading mechanisms when the

risk is transmitted from one institution to another. To our knowledge, we are the first

to use this flexible econometric framework in the field of finance.4 In line with recent

contributions focusing on risk transmission in the banking industry (see, for instance,

Balla et al., 2014; Korobilis and Yilmaz, 2018; Patro et al., 2013), we apply our model to

a set of 28 large US depository institutions (hereafter, banks), over the period 2007Q3 –

2013Q2. The risk of each institution is measured by its stock market volatility, as often
4Balla et al. (2014) display several similarities with our analysis as they assess the link between

interconnectedness and the systemic risk of US banks. A notable difference lies in the role of the
transmission channel. Balla et al. (2014) remain agnostic about the transmission channel, while our
econometric set-up allows identification of the channels through which the transmission operates.
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in the literature (see, for instance, Korobilis and Yilmaz, 2018).5 Most bank-level char-

acteristics are extracted from Bloomberg and the Center for research in Security Prices

(CRSP). Full information on portfolio holdings is retrieved for each bank at a quar-

terly frequency from Form 13F for to the Securities and Exchange Commission (SEC).

Our baseline model includes standard bank-specific characteristics along with common

factors. The model with spillover effects adds to the baseline equation an interaction

component, which is constructed as the weighted sum of the risks of all surrounding

institutions. The weights are given by a specific interaction matrix in each model. We

concentrate on indirect financial contagion channels. Unlike with direct financial conta-

gion, negative externalities occur without contractual obligation (Kiyotaki and Moore,

2002) such as cross-lending. Typical causes for indirect financial contagion are common

asset exposure and fire sales of assets – market price channel – or when disclosure of

financial trouble by one bank leads market participants to make inferences about prob-

lems of other banks viewed as similar – information channel – spreading the stress from

one institution to others. As expressed in the opening quote from Clerc et al. (2016),

this source of contagion is often cited as critical in explaining the financial crisis that

followed the collapse of the US housing market. Documenting empirically the role of the

different sub-channels that could have been at play is therefore of utmost importance.

Within this framework, we consider in total 15 alternative interaction schemes belong-

ing to three broad categories: (i) common asset exposures (market price channel), (ii)
5Volatility is standard as a measure of risk in finance. In the banking literature, alternatives such as

the z-score are also often used. However, the z-score is only available at a low frequency, typically yearly,
while asset returns volatility is commonly computed at higher frequencies such as monthly, weekly or
daily. Volatility appears therefore better suited to analyze fast-changing financial phenomena such as
contagion.
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fundamental-based similarity (information channel), (iii) investment-based similarity,

which includes both sector-based similarity and diversification-based similarity (infor-

mation channel), and cover as a result a wide array of potential contagion channels.

The contribution of each channel is tested separately. We then illustrate how the esti-

mation’s results from the spatial model can be used for financial stability monitoring.

First, we compute a simple indicator of interconnectedness, named “Interaction-Based

Centrality ”(IBC) which is based on the Katz centrality measure. It enables to identify

financial institutions which are the most exposed to the risk of the system. Next, we

test whether such indicator has significant forecasting power for some of the matrices

to spot vulnerable institutions in time of crisis.

Overall, several important outcomes emerge from our analysis. First, our estimation

procedure supports the presence of endogeneity in several transmission channels. This

finding confirms the need to apply robust-to-endogeneity methods to analyze financial

contagion. Looking at the magnitude of the problem created by the endogeneity of the

interaction matrix, we show that applying the control approach procedure proposed by

Shi and Lee (2018), when needed, may change the value of the coefficients attached to

the spillover term by a factor up to four. Second, our framework identifies several active

channels of indirect financial contagion in the banking industry. Common exposure

emerges as a driver of financial contagion, whereby two banks that have invested in

the same assets are more exposed to contagion. Likewise, the similarity in sectoral

investments appears as a significant channel of risk spillovers. We also find significant

spillovers when we consider similarities in fundamentals such as dividend yield and

market value to total asset ratio. Third, our estimation procedure can be used to built
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indicators as illustrated by our IBC indicator that forecast vulnerable institutions.

The remainder of the paper is as follows. Section 2 introduces the data along with

the empirical estimation strategy. Section 3 discusses the empirical results. Section 4

concludes.

2 Data and methodology

We study risk spillovers in 28 US large banks.6 We consider the period of 2007Q3-

2013Q2 as the crisis period for our baseline model and test other alternatives for the

robustness check.7 Table 1 summarizes the full list of banks considered.
6Our sample of institutions is comparable in size and bank’s profiles to other studies on intercon-

nectedness and spillover effects in the banking industry. Balla et al. (2014) investigate the extreme
loss tail dependence between the stock returns of 27 large US depository institutions. Korobilis and
Yilmaz (2018) analyze banking interconnectedness by estimating a large Bayesian time-varying pa-
rameter vector autoregressive (TVP-VAR) model on 35 US and European financial institutions. Patro
et al. (2013) explore the link between the 22 largest bank holding companies and investment banks.

7Selecting the sample period to characterize the chain reaction or domino effects among banks is
not trivial. On the one hand, the model needs enough chronological data to identify regular patterns
across time periods. On the other hand, we must be as close as possible to the crisis period to estimate
the effects when these mechanisms operate more forcefully. For these reasons, we consider 2007Q3,
marked by the problems of two Bear Stearns’ hedge funds, as a starting date. This choice is consistent
with a large part of the literature (see for instance Balla et al., 2014; Acharya et al., 2017; Billio et al.,
2012). For an end date, we select the statement made by Ben Bernanke before the Congress on May
22, 2013, announcing that the Fed would likely start “tapering” the pace of its bond purchases. The
end date also corresponds with the period when the S&P500 resumed to its level of 2007Q3. Finally,
we have also tested the robustness of our conclusions to slight alterations of the definition of the end
of crisis period.
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Table 1: Banks considered

Label Firm Label Firm

BAC Bank of America UMBF UMB Financial

JPM JPMorgan Chase HBHC Hancock Holding Co

PNC PNC financial Services TRMK Trustmark Corp

STI Suntrust Banks FMBI First Midwest Bancorp

BBT BB&T Corporation PRK Park National Corp

RF Regions Financial FCF First Commonwealth Bank

CMA Comerica NBTB NBT Bancorp Inc

HBAN Huntington Bank NA WSBC Wesbanco Inc

SNV Synovus Financial SRCE 1st Source Bank

ASB Associated Banc-Corp TMP Tompkins Financial Corp

CYN City National Bank WASH Washington Trust Bank

CBSH Commerce Bank NA UVSP Univest Bank

CFR Cullen Frost Bankers SYBT Stock Yards Bank

BXS Bancorpsouth Inc PGC Peapack Gladstone Financial Corp

This section presents our main variable of interest and the methodology to assess

the role of alternative transmission channels.

2.1 Risk measure

Our dependent variable is the level of risk of a banking institution. We take as a risk

measure stock market volatility which has been widely used in the literature to assess

the risk of either a stock, portfolio or company. For instance, Korobilis and Yilmaz

(2018), in a study closely related to ours, reconstruct the bank contagion network by

modelling stock-market volatility with the Time Varying VAR model (see also Diebold

and Yilmaz, 2015; Sarin and Summers, 2016).

For each institution, we compute within-quarter historical volatility (standard devi-

ation) from the daily returns collected on the CRSP database. Figure 1 displays the

evolution of the median value of banks’ historical stock market volatility over the period
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2005Q1-2013Q4. The shaded area represents the inter-quartile range. Unsurprisingly,

it can be seen that the banks’ risk increases sharply in 2007 at the beginning of the

crisis, reaches a peak in early 2009 and slowly decreases until it reaches the pre-crisis

period level in 2013Q2.

Figure 1: Quarterly stock market historical volatility based on daily data (shaded area
represents the interquartile range).
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2.2 Baseline econometric model

To assess the role of alternative channels in the transmission of risk across banks, we

posit the following econometric model:

yt = Xytβy + Γyfyt + λWtyt + Vt, (1)

where for a given time t, yt is the n × 1 vector of risk measures for all the considered

banks. Xyt is a n×K matrix of banks’ specific characteristics with the associated K×1

vector of parameters βy.8 In this study, we consider three types of bank characteris-

tics: business model, liquidity measure and credit risk variables (see Tables 2 and 3

respectively for a definition of the variables and descriptive statistics).

Table 2: Definition of variables

Variable Definition Source
Dependent variable

Volatility Quarterly stock market historical volatility
based on daily data CRSP

Control variables
Loan_Dep Ratio of customer loans to customer deposits Bloomberg
Leverage Financial Leverage Bloomberg
Loss_Iinc Loan Loss Provisions to Interest Income CRSP

Wt is an n× n matrix modeling time-varying interdependences between banks and

represents a specific transmission channel.9 The spatial lag Wtyt captures interactions

between banks’ volatility and its intensity is quantified through the cross-sectional de-
8In spatial econometrics models, variables form triangular arrays (see Kelejian and Prucha, 1998).

All variables should therefore be indexed by n, the number of banks considered. However, we omit
this notation for the sake of readability.

9We delay further details about the specification of the interaction matrix to section 2.3.
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Table 3: Descriptive statistics

Nobs Mean STD Min P25 Median P75 Max

Volat 672 2.894 1.963 0.689 1.570 2.299 3.427 15.630
Loan_Dep 672 85.516 14.206 45.001 77.432 87.776 94.577 126.931
Leverage 672 10.459 1.893 6.976 9.141 10.187 11.338 18.085
Loss_Iinc 672 18.268 21.544 -6.042 5.587 11.418 21.631 171.491

pendence parameter λ that needs to be estimated. When this estimated parameter is

statistically different from 0, one faces evidence of spillover effects through the transmis-

sion channel characterized by Wt. This way of testing for contagion effects in finance is

derived from the wide class of spatial econometric models (see Anselin and Bera, 1998;

LeSage and Pace, 2009) and was applied in early studies such as Blocher (2016); Tonzer

(2015); Cohen-Cole et al. (2011); Liedorp et al. (2010), among others.

However, we depart from these studies in two main directions. First, we include in

model (1) unobserved common factors (labeled “interactive effects” in the literature)

Γyfyt, where fyt is a Ry × 1 vector of unobserved factors and Γy is a n × Ry matrix

of factor loadings. The interactive effects capture the fact that bank risk can be influ-

enced by common global factors that can have different impacts on individual banks.

It is important to account for these effects in the econometric model so as to clean

the cross-sectional dependence parameter from their influence. Our specification thus

allows for a flexible yet parsimonious way to model common shocks and account for

their heterogeneous effect on banks. Following Bai (2009), we treat Γy and fyt as fixed

effects parameters to be estimated. Second, the interaction matrix, Wt, is time-varying

and possibly endogenous. A common and key feature of econometric models in applied

research on economic spillovers (Dell’Erba et al., 2013; Blasques et al., 2016; Debarsy
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et al., 2018) and financial spillovers (Eder and Keiler, 2015; Tonzer, 2015; Wang et al.,

2019) is to assume the interaction scheme between individuals to be time-invariant or

at least exogenous. These assumptions are the centerpiece of classical spatial econo-

metrics models for which several estimation methods have been proposed.10 However in

some circumstances this assumption can be too strong, especially when the interaction

structure is constructed from economic or financial variables (see for example Eder and

Keiler, 2015 and Caporin and Paruolo, 2015).11 A novel generation of models have been

very recently introduced (Kelejian and Piras, 2014; Qu and Lee, 2015; Qu et al., 2016;

Han and Lee, 2016; Qu et al., 2017; Shi and Lee, 2018) accommodating a time-varying

and endogenous interaction scheme. As further discussed when presenting the estima-

tion procedure developed by Shi and Lee (2018) we build on these developments to

document the role of indirect contagion in the banking industry. Finally, Vt is a n× 1

vector of independent and normally distributed error terms with mean 0 and variance

σ2
vIn.

2.3 Characterization of indirect financial contagion channels

A key feature of the spatial econometrics model is the specification of the interaction

matrix. The matrix models the channel through which the transmission operates. We

rely on the literature to select the set of channels to be tested. More specifically,

we focus on indirect contagion. Within this framework, we consider the two main
10Ord (1975); Lee (2004) developed the quasi-maximum likelihood estimator while Kelejian and

Prucha (1998, 1999); Lee (2007); Lee and Liu (2010) and Lin and Lee (2010) derived the two stage
least square and generalized method of moments estimators. Finally, Lesage (1997) and LeSage and
Pace (2009) developed the Markov Chain Monte Carlo methods.

11This exogeneity limit was acknowledged in Tonzer (2015) and Blasques et al. (2016).

15



families of channels: (i) market-price channels and (ii) information channels. According

to the theoretical literature (Duarte and Eisenbach, 2015; Greenwood et al., 2015;

Cont and Schaanning, 2017), the market-price channel is a key contributor to financial

contagion. The transmission mechanism operates through common asset exposure and

fire sales of assets. If a large bank experiences distress and is forced to liquidate its

assets with a haircut, the asset price will spiral down, forcing banks holding similar

assets in their portfolio to get rid of them under fire-sale conditions. Such a response

contributes to reinforcing as well as diffusing the initial shock. This mechanism is

studied in Greenwood et al. (2015), who propose a theoretical model to analyze the

effect of fire sales when a bank has a regulatory leverage constraint. The theoretical

foundation of spillovers through information channels can be traced back to the seminal

work of Diamond and Dybvig (1983). The transmission mechanism at work in this case

suggests that investors use signals or information about one bank in distress to infer the

likelihood of distress in another bank that shares similar characteristics. By adjusting

their positions accordingly, investors contribute to spreading of the distress. In their

paper, Clerc et al. (2016) stress the critical role of this channel, arguing that runs

are rarely driven by pure hysteria but tend to be related to fundamental changes in

information, such as bad news about the health of a bank.

An interesting source of data is the quarterly US data on institutional portfolio

holdings as reported through the Form 13F to the Securities and Exchange Commis-

sion (SEC).12 According to rule 13(f)-1 of the Security Exchange Act of 1934, any

institutional investment manager who exercises investment discretion over 100 million
12See details on http://www.sec.gov/answers/form13f.htm. Information valid on January 5, 2022
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USD or more in securities of a class specified by the SEC has to report its holdings

through Form 13F. This form provides information about the issuer of the asset, and the

type and value of the asset held, among others. Holdings are reported by a wide range

of institutional investors including banks, insurance companies, investment advisors,

mutual and pension funds, etc. and data are available since 1980. It is worth noting

that only long positions are included in the reports and the assets are mostly equities.

These portfolio holdings data have been used in several studies: for instance, Gompers

and Metrick (2001); Cai and Zheng (2004); Phalippou (2007); Koijen and Yogo (2015);

Guo et al. (2016). Our data are retrieved primarily from Bloomberg and CRSP and

we use the official Form 13F filed by institutions and available on the SEC’s website to

control for missing values and outliers.

Equipped with these data, we can construct our connectivity matrices. For the

information channel, the underlying mechanism builds on the existence of imperfect

information in financial markets. It further supposes that market participants can

use the characteristics attached to one financial institution for extracting a signal on

those judged as similar. The similarity of two institutions as perceived by the market

is the cornerstone of the mechanisms. We consider two criteria here: (i) similarity of

investments and (ii) similarity of fundamentals. The components of our similarity-based

interaction matrices take the following generic form:

wsij,t =
1

1 + |zsi,t − zsj,t|
, (2)

where zsi,t depends on specific characteristics. For the similarity of investment, we
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Table 4: Construction of the interaction matrices

Category Variable Definition Source
Common exposure
(market price channel) Common exposure Share of the set of assets held in all portfolios in

the portfolio of each bank Bloomberg

Fundamental-based similarity
(informational channel)

Div_Yld Dividend yield Bloomberg
Debt_ass Ratio of total debt to total assets (in percentage) Bloomberg

Mkt_Ass.
Total current market value of all of a company’s
outstanding shares stated in USD over total asset
(in percentage)

Bloomberg

Investment-based
similarity (informational
channel)

Portfolio holdings by sectors Value (in USD) of holdings by sector over total
asset Bloomberg

Port. Div.

Index of portfolio diversification computed at sec-
tor level and accounting for market volatility. For
a given portfolio i at time t, it is computed as
div_idxi,t =

P ′
i,tΣt√

P ′
i,tVtPi,t

, where Pi,t = (Pi,1,t, ,̇Pi,S,t)

is a vector of investment shares (that sum to 1) at
sector level, Σt is a vector of volatility measures
and Vt the associated covariance matrice. Σt and
Vt are computed over a rolling window of four quar-
ters using the daily returns on the S&P500 sector
indices.

Bloomberg

consider the level of industry concentration (i.e. sector-based similarity matrices), which

has been shown to be a critical feature of investment strategy by financial institutions

(see Kacperczyk et al., 2005). Hence, zsi,t is the ratio between the total amount of assets

held by bank i in sector s and its balance sheet total asset at time t, s = 1, . . . , S, where

S is the number of sectors (in our case S=10; see Table 5 for the detailed list).13 Another

measure of investment similarity, Portfolio Diversification index - feature the level of

diversification of the portfolio (see Table 4 for further details).

For fundamental-based measures of similarity, we consider three standard charac-

teristics of banks: the dividend yield ratio, the debt to total assets ratio and the market

capitalization to total assets ratio.

We go on to construct a measure of common exposure based on portfolio holdings. As

further explained in Section 2.4, we need to impose some restrictions on the measure to

be used in our econometric setting. In particular, the matrix should be constructed as a
13Assets are categorized following the Global Industry Classification Standard (GICS).
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Table 5: List of sectors in the portfolio holding data

Label Sector

CD Consumer Discretionary
EN Energy
HC Health care
IT Information Technology
MA Materials
TS Telecommunication Services
CS Consumer Staples
FI Financial
IN Industrial
UT Utilities

combination of bank i and bank j characteristics. For this purpose, we first identify the

set of assets held in all portfolios. Next, we compute the share invested in this category

for each institution. It gives zcai and zcaj for banks i and j respectively. Equipped with

these bank-specific variables, we use the cross-product in the spirit of Blocher (2016)

to create our a measure of portfolio proximity. Specifically, we obtain the connectivity

at time t between banks i and j by computing the product of the share held in this

set of assets by the 2 banks: wcaij,t = zcai,tz
ca
j,t. A high level of the measure means that

the two corresponding banks are concentrated in these similar assets. Arguably, a more

accurate measure would have been to compute the overlapping for two banks with

respect to the whole set of assets included in their portfolio instead of restricting it to

the share in the assets held by all banks in our sample. However, as further explained

in the next section, our empirical framework enables to deal with endogeneity at the

price of a few restrictions for the construction of the interaction matrix. Our way to

construct the wcaij,t, while imperfect, has the advantage to provide insights regarding
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common exposure effects within this framework.

The resulting wsij,t defines the constituents of our different transmission channels, Wt.

In total, we count 15 matrices. We finally standardize these interaction matrices by

the maximum eigenvalue to ensure comparability of the cross-sectional dependence

parameter (λ) across specifications.

2.4 Econometric approach to the endogeneity of transmission

channels

Traditional estimation methods in spatial econometrics rely on the assumption that the

interaction matrix is exogenous. When the interaction structure is constructed from

economic or financial variables and hence contains economic interpretation (see, for

example, the interaction structures in Eder and Keiler, 2015 and Caporin and Paruolo,

2015), this exogeneity assumption might be too strong. Ignoring this endogeneity yields

inconsistent and biased parameters estimates. We tackle this issue by harnessing the

emerging literature on endogenous interaction matrices in spatial econometrics (see

Kelejian and Piras, 2014; Qu and Lee, 2015; Han and Lee, 2016; Qu et al., 2016, 2017;

Shi and Lee, 2018) and specifically exploit the approach recently developed by Shi

and Lee (2018). In that framework, the elements of the interaction matrix Wt are

constructed from a variable Zt.14

14For instance wij,t =
1

(zit−zjt)
. In their paper, Shi and Lee (2018) allow wij,t to be constructed from

multivariate vector of p variables Zt. However, in this contribution, we consider an univariate Zt.
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The variable Zt is modeled as follows:

Zt = X ′ztβz + Γzfzt + εt, (3)

where Xtz are kz × 1 regressors with corresponding coefficient vector βzl, fzt which

consists of Rz × 1 time factors with loading Γz and εt, an idiosyncratic error. Finally,

Assumption 2 from Shi and Lee (2018), reproduced below, models the source of endo-

geneity of the interaction matrix.

The error terms (vit, εit) are independently and identically distributed across

i and over t, and have a joint distribution (vit, εit)
′ ∼ (0,Σvε), where Σvε = σ2

v σvε

σvε σ2
ε

 is positive definite, σ2
v is the variance of vit, σvε is the co-

variance between vit and εit and σ2
ε is the variance of εit. Furthermore

supn,T supi,T E |vit|4+δε and supn,T supi,T E |εit|4+δε exist for δε > 0. Denote

E(vit|εit) = εitδ and define ξit = vit−εitδ, assuming that E(ξ2
it|εit) = E(ξ2

it) =

σ2
ξ , E(ξ3

it|εit) = E(ξ3
it) and E(ξ4

it|εit) = E(ξ4
it).

When σvε 6= 0, the error terms vit and εit are correlated and the interaction matrix Wt

becomes endogenous. Under this assumption, Vt = ξt+εtδ. Substituting this expression

in equation (1) yields:

yt = λWtyt +Xytβy + Γyfyt + εtδ + ξt, (4)

where the (n× 1) vector of error terms ξt are i.i.d across i and t. We also have

E(ξt|εt) = 0, V ar(ξt|εt) = σ2
ξIn and ξt uncorrelated with the regressors.
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Identifying appropriate instrumental variables, Xzt, in empirical applications is often a

difficult task. For the problem at hand, the economic theory provides us with limited

guidance. Due to the highly nonlinear relation between Wt and the exogenous Xyt vari-

ables, we do not necessarily need to rely on external exogenous variables to instrument

Zt.15 Thus, Xzt and Xyt can share common components (see Shi and Lee, 2018, p.3).

Further, as often done in empirical studies in a similar situation, we use the first order

lag of the endogenous variable, Zt−1 as instrument (see Reed, 2015).

Shi and Lee (2018) develop and study the asymptotic properties of the quasi-

maximum likelihood estimator of model (4). Denoting θ = (β
′
z, β

′
y, λ, σξ, σ

2
ε , δ)

′ and

treating the unobserved heterogeneity components (Γy,Γz, Fy, Fz), with Fy = (fy1, · · · , fyT )′

and Fz = (fz1, · · · , fzT )′, as fixed-effects parameters to be estimated, the sample aver-

age log-likelihood function of the model is:

1

nT
logLnT (θ,Γy, FTy) = − log (2π)− 1

2
log σ2

ξ −
1

2
log |σ2

ε |+
1

nT

T∑
t=1

log |St(λ)|

− 1

2nTσ2
ξσ

2
ε

T∑
t=1

e′tet

− 1

2σ2
ξnT

T∑
t=1

[St(λ)yt −Xtβy − (δ′ ⊗ In) et − Γyfyt]
′

× [St(λ)yt −Xtβy − (δ′ ⊗ In) et − Γyfyt] ,

where St = (In − λWt) and et = Zt −Xztβz − Γzfzt.
15There are two sources of nonlinearity in the relation between Wt and Xyt : 1) Wt is a nonlinear

function of Zt and 2), the reduced form of model (1) shows a nonlinear relation between Wt and Xyt.
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In the estimation strategy they propose, time factors as well as loading parameters are

concentrated out of the above log-likelihood function so that only the parameter vector

θ needs to be estimated. Further, even though we can recover the value of the time

factors and loading parameters, they are not uniquely defined (but leaving unaffected

the value of the other parameters).16

When dealing with unobserved common factors, an important question is the number

of factors to consider in the empirical estimation. Indeed, we need to make sure to

include enough factors to avoid an omitted variable bias. In this contribution, we rely

on the Ahn and Alex (2013) growth ratio, as proposed by Shi and Lee (2018), to find

the optimal number of time factors to consider.

2.5 An Interaction-Based Centrality indicator

We propose to derive a metric from our spatial econometrics framework assessing how

much a bank is exposed to the rest of the system. We call this metrics “ Interaction-

Based Centrality” (IBC). It consists of the Katz centrality measure (Katz, 1953) where

the attenuation factor is estimated from the data. The original Katz centrality measure

for observation i, denoted ci, is given by expression (6),

IBCi,t = (In − λWt)
−1
i. ιn (5)

ci = κ

n∑
j 6=i

wijcj + ϕ (6)

16By imposing stricter restrictions on the factors and the matrix of loading parameters, one could
uniquely identify them (see among others, Bai, 2009). However, Shi and Lee (2018) do not wish to
impose these constraints, leading to non-uniquely identified time factors and loading parameters.
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where n is the number of observations (banks here), κ a parameter whose value is less

than the largest eigenvalue of the adjacency matrix W and ϕ a scalar parameter. This

equation can be rewritten into matrix form as follows:

c = δ(I − κW )−1ι (7)

with c, the n-dimensional column vector of Katz centralities and ι an n-dimensional

vector of one. Each element of c indicates how important a bank is in the sense that

it is linked to other important banks. The advantage with our spatial econometrics

modelling is that, instead of having to set κ, the so-called “attenuation parameter” (the

equivalent for ϕ in our spatial setting) to a predefined value as done usually in the

network literature, we can let the data speak and provide rigorous statistical inference

about it. In other words, the value of κ is estimated rather than chosen on an ad-hoc

basis. However, for convenience, ϕ is set equal to 1 (see Newman, 2010, p.173).

We then illustrate how our indicator can be used for monitoring purposes by assessing

whether it helps forecast vulnerable institutions. To do so, we estimate in the spirit of

Balla et al. (2014); Billio et al. (2012) and Sedunov (2016) several cross-sectional regres-

sions where a standard measure of vulnerability (cumulated daily log-returns over one

quarter) is explained by the β and our IBC index computed on alternative interaction

matrices (transmission channels) among those emerging as relevant in the first-stage re-

gressions. To have a fair assessment of how much our indicator forecast future financial

developments of banks, we need to be careful when selecting the estimation period for

both constructing the IBC index and the cumulated returns. First, the parameters of

the IBC index should be re-estimated over a period prior to the one of the dependent
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variable. Otherwise, our procedure would be prone to the so-called look ahead bias.

Second, the estimation period for computing IBC should be long enough to recover es-

timates of reasonable precision. Against this background, we select the 2007Q3-2013Q1

to re-estimate the spatial model and compute our IBC indexes. Our dependent variable

is then computed over the next quarter (2013Q2).

3 Estimation results

The baseline results are provided in Tables 6 and 9. which report estimates for time-

varying interaction matrices. Each column represents a specific channel of transmission.

Tables 6 to 8 are based on the Shi and Lee (2018) approach and include the control func-

tion parameter, δ, to test and control for the presence of endogeneity in the interaction

matrix. By contrast, in Tables 7 and 9, we impose the exogeneity of the transmission

channel.

Before going further, it is worth clarifying which results should be considered in the

case of conflicting outcomes, and when. Recall that the Shi and Lee (2018) approach

provides unbiased and consistent estimators regardless of the nature of Wt (exogenous

or endogenous). In the absence of endogeneity, the estimator is, however, inefficient.

In large samples, estimating the model either with or without controlling for the en-

dogeneity should not matter much if Wt is exogenous. In small samples, conversely,

marked differences could emerge between the two approaches. In this case, estimating

the model under the correct assumption for the interaction matrix should be preferred.

We thus propose to proceed in two steps. First, we estimate the model allowing for
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an endogenous transmission channel (i.e. by including the correction term, δ). After

testing for the presence of endogeneity, we are left with two options. If δ is statisti-

cally significant, we interpret all the remaining coefficients (Tables 6 and 8). If δ is not

significant, we re-estimate the model supposing an exogenous (time-varying) matrix

that is without correction (Tables 7 and 9). We go on to compare, in Tables 10 and

11, our baseline results with the case where the channels are treated as exogenous and

time-invariant. In that setting, we use the data in 2007Q3 (initial period) to construct

the interaction matrices.

Our controls in Tables 6 to 9 all exhibit the expected signs. In particular, the loan-to-

deposit ratio, the level of leverage, as well as the loan loss provisions to interest income

ratio, are all positive and significant, with the exception of two models over 30.17

We now turn to our main parameter of interest at this stage – the one controlling for

the presence of endogeneity in the model, namely δ. We start our analysis with the

sector-based similarity matrices. Table 6 shows that δ is statistically significant for 6

sectors over 10. Consumer Staples, Financial, Industrial and Utilities are the sectors

for which Wt can be assumed as exogenous. Further, the exogeneity of the channel

constructed from Portfolio Diversification index is also rejected. Consistently with the

above discussion, we proceed by considering the most suited approach for each chan-
17To rigorously interpret the impact of a change in an exogenous determinant on the risk variable,

we should compute the reduced form of the model, then calculate matrices of partial derivatives of the
dependent variable wrt. the relevant determinant and finally compute direct, indirect and total effects,
as shown in LeSage and Pace (2009). However, this is not the main objective of this contribution. We
can nevertheless say that the direct impact of an increase in whatever measure of indebtedness of the
bank will be an increase in its risk, measured by the volatility.
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nel. Table 6 shows that for the 7 endogenous matrices the cross-sectional dependence

parameter λ is statistically significant for three of them: Portfolio Diversification, Con-

sumer Discretionary and Materials. We cannot reject the null of no contagion effects

for the others. Turning to the exogenous matrices, two models out of four, Consumer

Staples and Financial, display significant cross-sectional dependence. This first set of

results confirms the existence of positive and significant externalities stemming from

sector-based similarity, which indicates that a stress in a bank tends to spread out to

other institutions sharing similar sectoral investment strategies. Looking more carefully

at the different sectors, we observe that the results are quite stable over the 4 signifi-

cant sector-based transmission channels (Consumer Discretionary, Financial, Consumer

Staples, Materials) with coefficient estimates for λ ranging from 0.189 (Consumer Dis-

cretionary) to 0.136 (Financial). However, the interaction intensity is much higher for

the Portfolio Diversification channels, with λ̂ = 0.728.

To assess the influence of endogeneity, we examine the consequences of wrongly as-

suming Wt as exogenous. To do so, we compare the significance along with size of the

coefficients with the two approaches for the seven endogenous matrices (Tables 6 and 7).

Both approaches reach similar conclusions in four instances. For the Information Tech-

nology sector, we cannot find cross-sectional correlation. For three matrices –Portfolio

Diversification, Consumer Discretionary and Materials – contagion effects are detected

with and without exogeneity (even though results under endogeneity are relatively less

striking). In three cases ( Energy, Health Care, Telecommunication Services), we ob-

serve conflicting results; that is we reach a wrong conclusion by not accounting for the
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presence of endogeneity. In each case, we can reject the null of no contagion under exo-

geneity of the transmission channel, but not with the robust approach. Turning to the

size of the coefficients, we consider the three endogenous matrices for which the cross-

sectional coefficient is significant: Portfolio Diversification, Consumer Discretionary,

and Materials. While the estimated values of λ for the first channel are quite similar

(0.728 and 0.746), the situation is quite different for the last two. The estimated values

are equal to 0.19 (Consumer Discretionary) and 0.18 (Materials) under endogeneity of

Wt, compared to 0.86 and 0.85 without. These figures show that failing to control for

endogeneity may lead, in our context, to inflate the magnitude of contagion effects up

to a factor of four.

We now consider the models with transmission channels related to common exposure

and fundamental-based similarity matrices (Tables 8 and 9).

Here, we cannot reject the null hypothesis of exogeneity in any case. The cross-

sectional dependence parameter appears always highly significant (except for the chan-

nel constructed from debt over asset ratios). This suggests that those characteristics –

Dividend yield (DIV_Y LD) and Market value to total asset ratio (MKT_ASS) – are

relevant in explaining risk spillovers across banks, although with different intensities.

Finally, the last column of Table 8 reports the results for the market price channel.

The testing procedure does not allow the rejection of the null of exogeneity for this

interaction matrix. Here also, λ is strongly significant. The sign is positive, meaning

that two banking institutions investing in the same assets are prone to contagious effects.
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The bottom panels of Tables 6 and 8 finally report the relevant number of consid-

ered common factors in the main equation (number of factors in y) and in the control

function equation (number of factors in Z). The results show that considering one

unobserved factor is sufficient in the main equation, while a second factor is sometimes

needed for the control function equation (when Zt is built on Health Care, Dividend

Yield and Common Exposure).

As a matter of comparison, we report in Tables 10 and 11 the estimation results when

transmission channels are treated as time-invariant (and exogenous). We observe sev-

eral differences with time-varying matrices. Notably, the Common Exposure, Portfolio

Diversification and Dividend Yields transmission channels are no longer identified as

transmitting risk among banking institutions. In contrast, the channel constructed

from the ratio of debt over assets becomes statistically significant. Further, trans-

mission channels based on similarity of investment in the Health Care, Industry and

Telecommunication Services sectors become significant when assuming constant and

exogenous connectivity matrices. These discrepancies illustrate that relying on time-

invariant transmission channels may lead to inaccurate conclusions.

To close the discussion on the estimation part, we check the robustness of our results

to the sample period. Tables 12 to 15 display the main coefficients of interest for our

two main cases: time-varying matrices with and without exogeneity of the transmission

channel. In each case, we slightly alter the reference period. Overall, the results are

robust. We note, however, a slight loss of significance for the cross-sectional coefficient
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of sector-based matrices as the time span to estimate the model shrinks.

Equipped with estimated values for the strength of the various channels, we illus-

trate how the above results can be used for monitoring purposes by constructing an

Interaction-Based Centrality index, derived from our spatial model. This index mea-

sures the overall exposure of a bank vis-à-vis the whole system, according to equation

(5). For this exercise, we first estimate our model on the period 2007Q3 to 2013Q1, then

construct our IBC index and finally regress the vulnerability of a bank as measured by

its cumulated log-returns over 2013Q2 on our IBC index and the β. Table 16 shows that

among the eight selected matrices, three - Consumer Staple, Consumer Discretionary

and Materials - displays individually forecasting power to predict banks’ risk even in

the presence of their market β. More precisely, a negative statistical relationship is

observed between vulnerability and exposure (measured by the IBC index).18

4 Conclusion

What drives financial contagion? We empirically document in this paper the role of

indirect contagion channels during the financial crisis of the late 2000s. Indirect conta-

gion has been argued to be a “key ingredient in 2007”, to quote Clerc et al. (2016). But

its driving factors can be diverse. The transmission of risk from one institution to an-

other in a crisis period can be due to common exposure (i.e. market price channel), for

example, or to similarity in size, diversification, industrial concentration strategy (i.e.
18Standard errors in Table 11 do not account for the fact that IBC has been estimated in a first

step. However, due to the small sample size, we lose the statistical significance when the generated
regressor correction is applied (Murphy and Topel, 1985).
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information channels), etc. Providing sound empirical evidence about the contribution

of each specific channel is not trivial, however. As discussed in the paper (see also Wang

et al., 2019), standard econometric approaches may be ill-suited to do so because of the

endogenous response of certain transmission channels to the risk of a financial institu-

tion. This paper addresses this endogeneity issue in order to document the role of 15

indirect channels. To do so, we use a newly-developed spatial econometrics model “ro-

bust” to endogeneity in the time-varying interaction matrix (i.e. transmission channel).

Within this framework, we are in addition able to decompose bank risk into system-

atic risk and spillover risk components while controlling for common factors. Overall,

our results confirm that endogeneity characterizes part of our data and can affect the

statistical significance along with the magnitude of the results compared to a situation

in which the interaction matrix is wrongly assumed to be exogenous. Endogeneity in

the transmission channel is therefore a critical feature that needs to be properly taken

into account in empirical studies on contagion. Our findings also reveal positive and

significant spillover effects through market price (i.e. common asset exposures) and in-

formation channels. Two banks that have invested in the same assets, for instance, are

more exposed to contagion. Likewise, the similarity in sectoral investments strategy

appears as a significant channel of risk spillovers. We also find significant spillovers

when we consider similarities in fundamentals such as dividend yield or similarity in

diversification strategy. Building on the estimations of the spatial model, we are able

to construct an “Interaction-Based Centrality” index, which can be used by regulatory

authorities and policymakers to track vulnerable institutions.
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