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Unknottedness of the Graph of Pairwise Stable
Networks & Network Dynamics

Julien Fixary

Abstract

We extend Bich-Fixary’s theorem ([2]) about the topological structure of the graph of
pairwise stable networks. Namely, we show that the graph of pairwise stable networks is
not only homeomorphic to the space of societies, but that it is ambient isotopic to a trivial
copy of this space (a result in the line of Demichelis-Germano’s unknottedness theorem
([7])). Furthermore, we introduce the notion of (extended) network dynamics which refers
to families of vector fields on the set of weighted networks whose zeros correspond to
pairwise stable networks. We use our version of the unknottedness theorem to show that
most of network dynamics can be continuously connected to each other, without adding
additional zeros. Finally, we prove that this result has an important consequence on the
indices of these network dynamics at any pairwise stable network, a concept that we link
to genericity using Bich-Fixary’s oddness theorem ([2]).

Keywords– Pairwise Stability, Unknottedness Theorem, Network Dynamics, Genericity
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 I

For several years, network formation theory is gaining importance in economic theory. In-
formally, a network is composed by a set of nodes (or agents) and a set of links, where a
link between two nodes indicates a certain relationship between these nodes (e.g. a network
defined by a group of people and friendship relationships, or a network defined by a group of
researchers and co-author relationships). In 1996, Jackson-Wolinsky ([19]) introduced pair-
wise stability concept which is often applied in network formation theory in order to predict
which networks are likely to arise in a strategic setting (every agent is given a payoff function,
which represents its linking preferences). Briefly, a network is said to be pairwise stable if
no two agents could gain from linking and no single agent could gain by severing one of
his or her link. In 2020, Bich-Morhaim ([3]) extended pairwise stability concept to weighted
networks, i.e. networks where the strength of any link is measured by a real number between
0 and 1, and proved the existence of a pairwise stable weighted network for large classes of
payoff functions.

Recently, Bich-Fixary ([2]) made a contribution to the study of the topological structure
of the graph of pairwise stable networks, which is the set of all couples ((v1, . . . , vn), g),
where v = (v1, . . . , vn) ∈ F is a profile of payoff functions of the agents involved in the
network formation (F being a particular space of profiles of payoff functions that satisfy some
concavity assumption and some differentiability assumption; details are given in the rest of
this paper), and g is a pairwise stable weighted network associated to v. One consequence
of this contribution (that is stated in the same paper) is that for large classes of polynomial
payoff functions, there exists generically an odd number of pairwise stable networks.1 These
results are in line with many game theoretic results (e.g. [4, 7, 9, 11, 14, 16, 20, 23, 28]).
The general idea of this paper is to emphasize even more the similarities between game
theory (with Nash equilibrium concept) and network formation theory (with pairwise stability
concept).2 To do so, we will focus on two specific topics:

1. The first goal is to strengthen Bich-Fixary’s result ([2]) to show that the graph P of
pairwise stable networks is not only homeomorphic to F , but that it can be continuously
deformed to a copy F0 ⊂ F×[0, 1]L of the space F within the ambient space F×[−ε, 1+ε]L
(for ε > 0), which can be seen as a kind of enlargement of the base space F × [0, 1]L ⊃ P
(here, we consider a fixed set of agents: L is the set of links, i.e. the set of all pairs
of agents, and [0, 1]L is the set of weighted networks, i.e. the set of all maps from
L to [0, 1]). We will refer to this result (Theorem 3.1) by calling it the unknottedness
theorem (more explanations are provided in Section 3). We will show that this result
remains valid if we replace the space F by some of its subspaces which behave "nicely"

1In the field of game theory, Bich-Fixary ([1]) proved a similar result for large classes of polynomial payoff
functions and semi-algebraic sets of strategies.

2Nevertheless, understand that by nature, pairwise stability concept is not a priori comparable to Nash
equilibrium concept since the notion of pairwise stable network involves unordered pairs of agents and is
characterized both by a cooperative aspect and by a non-cooperative aspect (to use the words of Jackson-
Wolinsky ([19]): "The formation of a link requires the consent of both parties involved, but severance can be done
unilaterally").
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(Corollary 3.1), and which we will call regular sets.3

These results are parallel to those of game theory, and in particular to the work of
Predtetchinski ([25]) and of Demichelis-Germano ([7]).

2. The second goal is to introduce what we will call (extended) network dynamics. Briefly,
a network dynamics is a family of vector fields (D̃v)v∈F on the (enlarged) set [−ε, 1+ ε]L
of weighted networks (for ε > 0) whose zeros coincide with the set of pairwise stable
networks of v (v ∈ F). Furthermore, we use the unknottedness theorem to prove the
second main result of this paper (Theorem 4.1), which states that any two strongly
inward-pointing network dynamics (more explanations are provided in Section 4) are
homotopic within the set of all network dynamics on F (i.e. these network dynamics
can be continuously connected to each other, without adding additional zeros). From
this theorem follows two important corollaries: the first one (Corollary 4.1) asserts that
Theorem 4.1 is still valid in the case where we replace the space F by any regular set, and
the second one (Corollary 4.2) states the index at any pairwise stable network does not
depend on the choice of the strongly-inward pointing network dynamics. Finally, some
links are made with network dynamics on the ("non-enlarged") set [0, 1]L of weighted
networks (Proposition 4.1), and with genericity (Corollary 4.3).
Remark that the notion of network dynamics is very similar to the one of Nash field (or
Nash dynamics) in game theory4, which has been studied extensively (e.g. [6, 7, 10, 13,
26]).5 Again, the results about network dynamics stated here in the present paper are
parallel to the work that has been made in game theory by Demichelis-Germano ([7]),
with the difference that the classes of payoff functions considered in our case are larger.

This paper is organized as follows. In Section 2, we recall some elementary notions of network
formation theory, and also the main result of Bich-Fixary ([2]), which is a key element for
the rest of this paper. In Section 3, we present the unknottedness theorem, which is the
first main result of this paper. In Section 4, we introduce the notion of network dynamics,
and we present the second main result of this paper (Theorem 4.1), along with the several
previously mentioned corollaries concerning indices of network dynamics and genericity.
Finally, in Section 5, we provide some mathematical reminders regarding general topology
and differential geometry (Subsection 5.1), together with the proofs of every theorems of this
paper (Subsection 5.2 and Subsection 5.3).

3These particular sets have already been introduced in Bich-Fixary ([1, 2]).
4For a reminder about Nash fields: see Laraki-Renault-Sorin, pp.84-85 ([21]), or Demichelis-Germano ([7]).
5Past years, evolution processes in unweighted networks have also been studied a lot (e.g. [17, 18, 27]). In

this paper, the aim is to provide some theoretical basics about evolution processes in weighted networks starting
from a more differential-geometric approach.

2
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Throughout this paper, consider a set N = {1, . . . , n}, called the set of agents (for some fixed
integer n > 1). The set of links is defined as L = {{i, j} : (i, j) ∈ N2, i 6= j}, and the set of
(weighted) networks6 is defined as G = [0, 1]L.

Definition 2.1. (Society)

A (weighted) society is defined as a n-tuple v = (vi)i∈N ∈ F(G,R)n, where for every agent
i ∈ N, vi is called the payoff function of agent i.

Notations. Every link {i, j} ∈ L is denoted ij. For every link ij ∈ L, L−ij := L − ij and
G−ij := [0, 1]L−ij . For every link ij ∈ L, every g−ij ∈ G−ij, and every w ∈ [0, 1], g ′ = (w,g−ij) ∈ G
is the network defined in the following way: g ′kl = gkl, for every kl 6= ij, and g ′ij = w. For
every link ij ∈ L, and every network g ∈ G, g−ij ∈ G−ij is defined as g−ij = (gkl)kl6=ij.

Recall the seminal concept of pairwise stability introduced by Jackson-Wolinsky ([19]):

Definition 2.2. (Pairwise stable network)

Let v be a society. A network g = (gij)ij∈L ∈ G is said to be pairwise stable (with respect to v)
if for every link ij ∈ L, the following conditions hold:

1. For every w ∈ [0, gij), vi(w,g−ij) ≤ vi(g) and vj(w,g−ij) ≤ vj(g).

2. For every w ∈ (gij, 1], vi(w,g−ij) ≤ vi(g) or vj(w,g−ij) ≤ vj(g).

Notations. For every society v, the set of all pairwise stable networks of v is denoted P(v).

The payoff functions considered in this paper satisfy some concavity assumption and some
differentiability assumption. More precisely, for every agent i ∈ N, define the vector space

Vi = {vi ∈ C0(G,R) : ∀j 6= i,∀g−ij ∈ G−ij, vi(·, g−ij) ∈ C1([0, 1],R)},

endowed with the following norm:{
‖.‖i : Vi → R

vi 7→ max{max{‖vi‖∞, ‖∂ijvi‖∞} : j 6= i} ,

where for every vi ∈ Vi, and every j 6= i,{
∂ijvi : G → R

g = (gij)ij∈L 7→ ∂vi
∂gij

(gij, g−ij)
,

6Throughout this paper: (i) for every sets X and Y, the set of all maps from X to Y is denoted F(X, Y) or
XY , (ii) for every finite set X, the set RX is endowed with its usual (Euclidean) topology and its usual smooth
structure, and for every compact interval I of R, the set IX is seen as an embedded submanifold (with corners)
of RX.

3
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Also, for every agent i ∈ N, define the topological subspaces

Fi = {vi ∈ Vi : ∀j 6= i, ∀g−ij ∈ G−ij, vi(·, g−ij) is concave} and

Ai = {g ∈ G 7→∑
j6=i

αijgij + ci ∈ R : ∀j 6= i, αij ∈ R, ci ∈ R}

of Vi. Moreover7, let V =
∏

i∈N Vi, F =
∏

i∈NFi and A =
∏

i∈NAi.

The following regularity concept plays a central role in the main theorems of this paper:

Definition 2.3. (Regular set)

A subset R of V is called regular if the following conditions hold:

1. (Affine stability assumption). R = R+A.

2. (Concavity assumption). R ⊂ F .

The sets A and F are examples of regular sets. Less trivial examples of regular sets are the
following ones: if we consider a given profile v = (v1, . . . , vn) of payoff functions in F , then
the sets

{(g 7→ vi(g) +
∑
j6=i

αi,jgij + ci)i∈N : ∀i ∈ N, ∀j 6= i, αi,j ∈ R, ci ∈ R}

and

{(g 7→ vi(g) +
∑
j6=i

βi,jg
2
ij +
∑
j6=i

αi,jgij + ci)i∈N : ∀i ∈ N, ∀j 6= i, αi,j ∈ R, βi,j ∈ (−∞,0], ci ∈ R}

are both regular.

Definition 2.4. (PSN correspondence, graph of pairwise stable networks)

The pairwise stable networks correspondence, or PSN correspondence, is defined as the cor-
respondence {

P : F � G
v 7→ P(v) ,

and the graph of pairwise stable networks is defined as the graph of the PSN correspondence:

P := Gr(P) = {(v, g) ∈ F ×G : g ∈ P(v)}.

Moreover, for every subset U of F ,

PU := P ∩ (U ×G).

Notations. The projection P → F , (v, g) 7→ v is denoted πF . Moreover, for every subset U of
F , the map πF |PU is denoted πU .

The following theorem and corollary of Bich-Fixary ([2]) characterize the topological structure
of the graph of pairwise stable networks in the case of regular sets:

7Throughout this paper, the cartesian product of topological spaces is always endowed with the product
topology.

4
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Theorem 2.1. There exists a homeomorphism η from P to F (with inverse ρ), and a proper
homotopy between πF and η.

Corollary 2.1. For every regular set R, there exists a homeomorphism ηR from PR to R (with
inverse ρR), and a proper homotopy between πR and ηR.

Recall that the homeomorphism η of Theorem 2.1 is built in the following way: consider a
network g0 ∈ G and define {

η : P → F
(v, g) 7→ vg

,

where for every agent i ∈ N, and every network γ ∈ G,

vgi (γ) = vi(γ) +
∑
j6=i

(
∂ijvi(gij, g−ij) − ∂ijvi(gij, g

0
−ij)

)
(γij − gij) +

∑
j6=i

γijgij.

The inverse of η is defined as {
ρ : F → P

v 7→ (v̂, gv)
,

where for every link ij ∈ L, gvij = min{wvi,j, wvj,i}, with wvi,j ∈ [0, 1] (resp. wvj,i ∈ [0, 1]) the unique
solution of the strictly concave maximization problem

max
w∈[0,1]

vi(w,g
0
−ij) −

w2

2
(resp. max

w∈[0,1]
vj(w,g

0
−ij) −

w2

2
),

and where for every agent i ∈ N, and every network γ ∈ G,

v̂i(γ) = vi(γ) −
∑
j6=i

(
∂ijvi(g

v
ij, g

v
−ij) − ∂ijvi(g

v
ij, g

0
−ij)

)
(γij − g

v
ij) −

∑
j6=i

γijg
v
ij.

To simplify what comes next in the rest of this paper, for every agent i ∈ N, every network
g0 ∈ G, and every (v, g) ∈ F ×G, define the maps{

hgi [v] : G → R
γ 7→ ∑

j6=i
(
∂ijvi(gij, g−ij) − ∂ijvi(gij, g

0
−ij)

)
(γij − gij)

and {
lgi : G → R

γ 7→ ∑
j6=i γijgij

,

so that vgi = vi + h
g
i [v] + l

g
i and v̂i = vi − hg

v

i [v] − lg
v

i .

 U 

The aim of this section is to present the unknottedness theorem, which states that the graph
P of pairwise stable networks can be continuously deformed to a trivial copy F0 of the space
F of societes (satisfying some concavity assumption and some differentiability assumption)
within some ambient space, larger than F ×G, and which will be described in the following.
Before that, let us introduce some notations.

5
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Notations. Denote E = F ×G, and for every network g0 ∈ G, F0 = F × {g0}. For every ε > 0,
denote Gε = [−ε, 1 + ε]L, and Eε = F × Gε. The projection P → F , (v, g) 7→ g is denoted πG.
Moreover, for every subset U of F , and every network g0 ∈ G, U0 := U × {g0}, EU := U × G,
EεU := U ×Gε, and the map πG|PU is also denoted πG (by abuse of notation).

From now on and until the end of this paper, consider a fixed network g0 ∈ G, and a fixed
ε > 0. Moreover, consider the homeomorphism η of Theorem 2.1 and its inverse ρ, and for
every regular set R, consider the homeomorphism ηR of Corollary 2.1 and its inverse ρR.

Recall that for every topological spaces X and Y, an ambient isotopy between two topological
embeddings f1, f2 : X→ Y is a continuous map ϕ : [0, 1]×Y → Y such that ϕ0 = idY , ϕ1◦f1 = f2
and for every t ∈ [0, 1], ϕt is a homeomorphism (see Section 5.1 for more details). In our
case, we will consider two particular topological embeddings from F to Eε, and two particular
topological embeddings from R to EεR, where R is an arbitrary regular set.
Theorem 3.1. (Unknottedness theorem)

There exists an ambient isotopy ϕ between the topological embeddings κ1 : F → Eε, v 7→ ρ(v) =
(v̂, gv) and κ2 : F → Eε, v 7→ (v, g0) within Eε.

The proof of Theorem 3.1 is given in Section 5.2.

As stated at the beginning of this section, and since κ1(F) = P and κ2(F) = F0, Theorem 3.1
states that the graph P of pairwise stable networks is continuously deformed to a copy of the
space F within the ambient space Eε. By analogy to knot theory (a branch of topology which
study topological embeddings of the unit circle S1 ⊂ R2 in R3), the term "unknottedness"
comes from the fact that κ2 can be seen as the unknot, and that κ1 is ambient isotopic to κ2
within Eε.

Notice that Theorem 3.1 is stronger than Theorem 2.1 of Bich-Fixary ([2]): since κ1 and κ2 are
ambient isotopic within Eε, we get that κ1(F) = P and κ2(F) = F0 are homeomorphic, where
F0 is itself homeomorphic to F .

The following corollary of Theorem 3.1 states that if we consider a regular set R, then we
still obtain that the graph PR of pairwise stable networks (restrained to payoff functions in
R) can be continuously deformed to a copy of the space R within the ambient space EεR:
Corollary 3.1. (Unknottedness theorem - regular sets)

Let R be a regular set. There exists an ambient isotopy ϕR between the topological embeddings
κ1R : R→ EεR, v 7→ ρR(v) and κ2R : R→ EεR, v 7→ (v, g0) within EεR.

The proof of Corollary 3.1 is given in Section 5.2. Similarly as before, remark that Corollary
3.1 strengthens Corollary 2.1 of Bich-Fixary ([2]).

 D  

In this section, we introduce the notions of network dynamics and of extended network
dynamics on an arbitrary subset U of F . Briefly, the former notion refers to families of vector

6
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fields8 (Dv)v∈U on G whose zeros coincide with the set P(v) of pairwise stable networks of v
(for every v ∈ U), while the latter notion refers to families of vector fields on the enlarged
space Gε, with the same property as before concering their zeros.

The main theorem of this section (Theorem 4.1) states that any two extended network dynam-
ics D̃1 and D̃2 on F satisfying some additional properties (these extended network dynamics
will be called strongly inward-pointing) are homotopic within the set of all extended network
dynamics on F , i.e. there exists a homotopy H̃ between D̃1 and D̃2 such that for every
t ∈ [0, 1], H̃t is an extended network dynamics on F . An important corollary (Corollary 4.2)
is that for every v ∈ F and every isolated zero g of D̃1

v and D̃2
v, the index of D̃1

v at g has to
be equal to the index of D̃2

v at g.

Definition 4.1. (Network dynamics, extended network dynamics)

Let U be a subset of F :

• A network dynamics on U is defined as a continuous map D : EU → TG such that the
following conditions hold:

1. For every v ∈ U , Dv := D(v, ·) is a vector field on G.
2. Z(D) = PU , where Z(D) := {(v, g) ∈ EU : g ∈ Z(Dv)}, and where Z(Dv) is the set of

zeros of the vector field Dv.

• An extended network dynamics on U is defined as a continuous map D̃ : EεU → TGε such
that the following conditions hold:

1. For every v ∈ U , D̃v := D̃(v, ·) is a vector field on Gε.

2. Z(D̃) = PU , where Z(D̃) := {(v, g) ∈ EεU : g ∈ Z(D̃v)}, and where Z(D̃v) is the set of
zeros of the vector field D̃v.

Remark that Gε is a convex subset of RL, which implies that it is contractible, thus that TGε

is trivial (see Proposition 5.1 in Section 5.1). Consequently, Proposition 5.3 (see Section 5.1)
tells us that any network dynamics D on U can be treated as a continuous map from EU to
RL such that D−1({0}) = P , and that any extended network dynamics D̃ on U can be treated
as a continuous map from EεU to RL such that D̃−1({0}) = P , where U is any subset of F .
Sometimes, this identification will be used in order to avoid complex details, and in particular
in the following definitions:

Definition 4.2. (Inward-pointing network dynamics)

Let U be a subset of F . A network dynamics D on U is said to be inward-pointing if for
every v ∈ U , every g ∈ ∂G, and every x ∈ N∂G(g),

〈Dv(g), x〉 ≤ 0,

where N∂G(g) is the normal cone to ∂G at g.
8Recall that the tangent bundle TG of G is the disjoint union of all tangent spaces TgG to G at g (g ∈ G),

and that a vector field on G is an assignment of a tangent vector in TgG to each network g ∈ G (see Section 5.1
for more details). Moreover, each tangent space TgG (g ∈ G) can be identified to RL, and we will see that each
vector field on G can be seen as a continuous map from G to RL.

7
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Definition 4.3. (Strongly inward-pointing extended network dynamics)

Let U be a subset of F . An extended network dynamics D̃ on U is said to be strongly
inward-pointing if for every v ∈ U , every ε ′ ∈ (0, ε], every g ∈ ∂Gε ′ , and every x ∈ N∂Gε ′ (g),

〈D̃v(g), x〉 < 0,

where N∂Gε ′ (g) is the normal cone to ∂Gε ′ at g.

The two notions of inward-pointing network dynamics and of strongly inward-pointing exten-
ded network dynamics are in fact quite natural. If we want to deal with flows associated to
vector fields on G, then the first notion is worth to consider (at the boundary of G, we do not
want to move "outside"). The second notion reflects the artificial feature of the enlargment Eε
of the space E : even if we want to be able to describe what happens a little bit outside G (in
particular, around isolated zeros on ∂G of extended network dynamics), starting on Gε − G,
we want to be sure to move back to G. Moreover, we will see that this extra assumption on
extended network dynamics is useful in the proof of the following theorem:

Theorem 4.1. Let D̃1 and D̃2 be strongly inward-pointing extended network dynamics on F .
There exists a homotopy H̃ between D̃1 and D̃2 such that for every t ∈ [0, 1], H̃t is an extended
network dynamics on F .

The following result states that Theorem 4.1 still holds if we consider a regular set R:

Corollary 4.1. Let R be a regular set, and D̃1 and D̃2 be strongly inward-pointing extended
network dynamics on R. There exists a homotopy H̃R between D̃1 and D̃2 such that for every
t ∈ [0, 1], (H̃R)t is an extended network dynamics on R.

Recall that for a given vector field V on an arbitrary smooth manifold, and a given isolated
zero z of V , the index of V at z is an indicator which helps to quantify the behavior of V
around z (i.e. V may circulate around z, it may have a source, a sink, a saddle, etc.). This
definition is recalled in Section 5.1. The following corollary of Theorem 4.1 establishes a link
between the indices of strongly inward-pointing extended network dynamics on R at any
isolated zero (i.e. at any isolated pairwise stable network), where R is a regular set.

Corollary 4.2. Let R be a regular set, D̃1 and D̃2 be strongly inward-pointing extended network
dynamics on R, and v ∈ R. For every isolated point g of Z(D̃1

v) = Z(D̃2
v), the index of D̃1

v at g
is equal to the index of D̃2

v at g.

The proofs of Theorem 4.1, Corollary 4.1 and Corollary 4.2 are given in Section 5.3.

. I       

The next proposition establishes a link between inward-pointing network dynamics and
strongly inward-pointing extended network dynamics:

8
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Proposition 4.1. Let U be a subset of F , and D be an inward-pointing network dynamics on
U . Morever, consider:

• the projection r from Gε to the closest point in G,

• a continuous map b from Gε to [0, 1] such that b(G) = 1 and b(∂Gε) = 0,

• a vector field V : Gε → RL which is identically equal to zero on G, and such that for every
ε ′ ∈ (0, ε], every g ∈ ∂Gε ′ , and every x ∈ N∂Gε ′ (g), 〈V(g), x〉 < 0.

The map {
Dε : EεU → RL

(v, g) 7→ b(g)D(v, r(g)) + V(g)

(called extension of D) is a strongly inward-pointing extended network dynamics on U such that
Dε|EU = D.

The proof of Proposition 4.1 is given in Section 5.3.

A consequence of Proposition 4.1 and of Corollary 4.2 is the following one: if we consider a
regular set R, an inward-pointing network dynamics D on R and an extension Dε of D, then
for every v ∈ R, and every isolated zero g of Dε, the index of Dε

v at g does not depend on
the choice of this extension. Thus, for every v ∈ R, even if we technically cannot talk about
the index of Dv at an isolated zero g on ∂G, we can still describe how Dv behaves around
g using any extension Dε (because such an extension is strongly inward-pointing, no zero is
added outside G, which makes it a "good representation" of D on EεR). In particular, we can
see why the enlarged space EεR is useful to consider.

. Z       

For every agent i ∈ N, consider some integer δi ∈ N, and the vector space Rδi [g] of polynomial
payoff functions whose degree is less or equal to δi. In particular, for every network g ∈ G,
any element vi ∈ Rδi [g] can be expressed as

vi(g) =
∑
k∈NL

di,kgk,

where9 for every multi-index k = (kij)ij∈L ∈ NL, di,k = 0 if
∑

ij∈L kij > δi, and gk :=
∏

ij∈L g
kij
ij .

For every i ∈ N, denote φi the vector space isomorphism which associates to every polynomial
payoff function in Rδi [g] its coefficients in Rmi (with respect to some predefined order on NL),
for some integer mi. Moreover, define m =

∑
i∈Nmi, and φ := ×i∈Nφi :

∏
i∈NRδi [g] → Rm,

the product map which associates to every polynomial society its coefficients in Rm.
9For example, if we consider three agents, and if v1(g12, g13, g23) = −g212g23 + 3g12g513g423 − g213g23, then we can

write v1(g) = d1,k1gk1 + d1,k2gk2 + d1,k3gk3 with k1 = (2,0, 3), k2 = (1, 5,4) and k3 = (0, 2, 1), and with d1,k1 = −1,
d1,k2 = 3 and d1,k3 = −1.

9
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In this setting, the next definition of regularity (stronger than the one in Section 2) is worth to
consider in order to refine Corollary 4.2. A subset R of

∏
i∈NRδi[g] is called semi-algebraically

regular if it is regular and if φ(R) is a semi-algebraic set.

The sets A and F ∩
∏

i∈NRδi [g] are examples of semi-algebraically regular sets. In a similar
way to regular sets, less trivial examples of semi-algebraically regular sets are the following
ones: if we consider a given profile v = (v1, . . . , vn) of payoff functions in F ∩

∏
i∈NRδi [g],

then the sets

{(g 7→ vi(g) +
∑
j6=i

αi,jgij + ci)i∈N : ∀i ∈ N, ∀j 6= i, αi,j ∈ R, ci ∈ R}

and

{(g 7→ vi(g) +
∑
j6=i

βi,jg
2
ij +
∑
j6=i

αi,jgij + ci)i∈N : ∀i ∈ N, ∀j 6= i, αi,j ∈ R, βi,j ∈ (−∞,0], ci ∈ R}

are both semi-algebraically regular (see Bich-Fixary ([2]) for some practical applications).

The following theorem of Bich-Fixary ([2]) states that almost every10 society in a given semi-
algebraically regular set has an odd number of pairwise stable networks.

Theorem 4.2. For every semi-algebraically regular set R, there exists a generic semi-algebraic
subset G of φ(R) such that for every x ∈ G, the society vx := φ−1(x) has an odd number of
pairwise stable networks.

Thanks to this result, we are now able to provide a slightly more precise version of Corollary
4.2:

Corollary 4.3. Let R be a semi-algebraically regular set, and D̃1 and D̃2 be strongly inward-
pointing extended network dynamics on R. There exists a generic semi-algebraic subset G of
φ(R) such that for every x ∈ G, and every g ∈ Z(D̃1

vx) = Z(D̃2
vx), the index of D̃1

vx at g is equal
to the index of D̃2

vx at g.

The proof of Corollary 4.3 follows directly from Corollary 4.2 and Theorem 4.2.

The difference between Corollary 4.2 and Corollary 4.3 lies in the fact that if we consider a
semi-algebraically regular set R of societies, and strongly inward-pointing extended network
dynamics D̃1 and D̃2 on R, then for almost every society v ∈ R, we are now able to talk
about the equality of the indices of D̃1

v and D̃2
v at any zero, since in that case, each zero is

isolated.
10For more details about genericity and Theorem 4.2, see Bich-Fixary ([2]).

10
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5.1.1 General topology and vector bundles

Recall first the general notions of homotopy, ambient isotopy and vector bundle, which will
be useful throughout this paper.

Definition 5.1. (Homotopy, ambient isotopy)

Let X and Y be topological spaces, and f, g : X→ Y be continuous maps. A homotopy between
f and g is a continuous map H : [0, 1]× X→ Y such that H0 = f and H1 = g, where for every
t ∈ [0, 1], Ht := H(t, ·). If there exists a homotopy between f and g, then f and g are said
to be homotopic. Suppose now that f and g are topological embeddings. An ambient isotopy
between f and g within Y is a continuous map ϕ : [0, 1]× Y → Y such that ϕ0 = idY , ϕ1 ◦ f = g
and for every t ∈ [0, 1], ϕt is a homeomorphism. If there exists an ambient isotopy between f
and g within Y, then f and g are said to be ambient isotopic within Y.

Definition 5.2. (Vector bundle, section)

Let E and B be topological spaces, π : E→ B be a continuous surjective map, and k ∈ N. The
tuple (E, B, π) is called a (real) vector bundle of rank k if the two following conditions are
fulfilled:

1. For every x ∈ B, the fiber π−1({x}) is endowed with the structure of a k-dimensional real
vector space.

2. For every x ∈ B, there exists an open neighborhood U of x in B and a homeomorphism
θ : π−1(U)→ U× Rk (where U× Rk is endowed with the product topology), called local
trivialization, such that the following diagram commutes:

π−1(U) U× Rk

U

θ

π
pU

(where pU : U × Rk → U is the natural projection) and such that for every y ∈ U, the
restricted map π−1({y})→ {y}× Rk, z 7→ θ(z) is a vector space isomorphism.

A section of E is a continuous map s : B→ E such that π ◦ s = idB.

Definition 5.3. (Vector bundle homomorphism, trivial vector bundle)

Let (E, B, π) and (E ′, B, π ′) be vector bundles over the same base space B, and F : E→ E ′ be a
continuous map. The map F is called a vector bundle homomorphism if the following diagram
commutes:

11
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E E ′

B

F

π
π ′

and if for every x ∈ B, the restricted map π−1({x})→ (π ′)−1({x}), y 7→ F(y) is a linear map. The
map F is called a vector bundle isomorphism if it is a vector bundle homomorphism, F is a
bijective map and F−1 is a vector bundle homomorphism. A vector bundle (E, B, π) of rank k
is called trivial if it is isomorphic to the trivial bundle (B×Rk, B, pB), where pB : B×Rk → B

is the natural projection.

As trivial vector bundles have nice properties (some of them will be stated hereafter in this
section), the next proposition is worth to consider as it provides a useful sufficient condition
for a vector bundle to be trivial.

Proposition 5.1. Let (E, B, π) be a vector bundle of rank k. If B is a contractible space, then
(E, B, π) is trivial.

Proof. See Bott-Tu, Corollary 6.9, p.59 ([5]).

A particular case of vector bundle which is considered in this paper is the tangent bundle of
a smooth k-manifold M (with or without boundary, with or without corners):

Definition 5.4. (Tangent space)

Let M be a smooth k-manifold, and m ∈ M. A linear map d : C∞(M,R) → R is called
a derivation at m if it satisfies the Leibniz identity: for every f, g ∈ C∞(M,R), d(fg) =
d(f)g(m) + f(m)d(g). The vector space of all derivations at m is denoted TmM and is called
the tangent space to M at m.

Proposition 5.2. (Tangent bundle)

Let M be a smooth k-manifold, and

TM :=
∐
m∈M

TmM.

The tuple (TM,M,π) is a smooth vector bundle of rank k and is called the tangent bundle of
M, where π : TM→M, (m, v) 7→ m.

Proof. See Lee, Proposition 3.18, p.66, and Proposition 10.4, p.252 ([22]).

Definition 5.5. (Vector field, set of zeros of a vector field)

Let M be a smooth k-manifold. A section V :M→ TM of the tangent bundle of M is called
a vector field on M. The vector space of all vector fields on M is denoted X(M). For every
vector field V ∈ X(M), the set of zeros of V is defined as Z(V) = {m ∈M : V(m) = (m,d0)},
where d0 is the derivation constantly equal to 0 ∈ R.

The next proposition highlight the interests of trivial tangent bundles in this paper. Briefly,
it states that dynamics can actually be treated as continuous maps.

12

Documents de travail du Centre d'Economie de la Sorbonne 2022.02

 



Proposition 5.3. Let M be a smooth k-manifold with trivial tangent bundle, and X be a
topological space. There exists a bijection Ψ from C0(X×M,Rk) to

D = {D ∈ C0(X×M,TM) : ∀x ∈ X,D(x, ·) ∈ X(M)}

with the following properties:

1. For every f1, f2 ∈ C0(X ×M,Rk), if there exists a homotopy H between f1 and f2, then
there exists a homotopy H ′ between Ψ(f1) and Ψ(f2) such that for every t ∈ [0, 1], H ′t ∈ D.
Conversely, for every D1, D2 ∈ D, if there exists a homotopy H between D1 and D2 such
that for every t ∈ [0, 1], Ht ∈ D, then there exists a homotopy H ′ between Ψ−1(D1) and
Ψ−1(D2).

2. For every f ∈ C0(X×M,Rk), f−1({0}) = Z(Ψ(f)), where Z(Ψ(f)) = {(x,m) ∈ X×M : m ∈
Z(Ψ(f)(x, ·))}. Conversely, for every D ∈ D, Z(D) = [Ψ−1(D)]−1({0}).

Proof. Since TM is trivial, let F be a vector bundle isomorphism from (TM,M,π) to (M ×
Rk,M, pM). Define the map

Ψ : C0(X×M,Rk) → D

f 7→ {
Ψ(f) : X×M → TM

(x,m) 7→ F−1(m, f(x,m))
.

It is a bijection with inverse
Ψ−1 : D → C0(X×M,Rk)

D 7→ {
Ψ−1(D) : X×M → Rk

(x,m) 7→ (pRk ◦ F ◦D(x, ·))(m)
,

where pRk :M× Rk → Rk is the natural projection.

First, let f1, f2 ∈ C0(X×M,Rk), and H be a homotopy between f1 and f2. Define the map{
H ′ : [0, 1]× X×M → TM

(t, x,m) 7→ Ψ(Ht)(x,m) = F−1(m,Ht(x,m))
.

This map is continuous, H ′0 = Ψ(f1), and H ′1 = Ψ(f2). Moreover, for every t ∈ [0, 1], and every
(x,m) ∈ X×M, notice that by definition of F:

(π ◦H ′t(x, ·))(m) = (π ◦ F−1)(m,Ht(x,m)) = pM(m,Ht(m,x)) = m,

so that H ′t(x, ·) ∈ X(M), and H ′t ∈ D.

Conversely, if D1, D2 ∈ D, and if H is a homotopy between D1 and D2 such that for every
t ∈ [0, 1], Ht ∈ D, then the map{

H ′ : [0, 1]× X×M → Rk
(t, x,m) 7→ Ψ−1(Ht)(x,m) = (pRk ◦ F ◦Ht(x, ·))(m)

is the requiered homotopy between Ψ−1(D1) and Ψ−1(D2).

13
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Finally, let f ∈ C0(X×M,Rk). By definition,

{(x,m) ∈ X×M : m ∈ Z(Ψ(f)(x, ·))} = {(x,m) ∈ X×M : Ψ(f)(x,m) = (m,d0)}

= {(x,m) ∈ X×M : F−1(m, f(x,m)) = (m,d0)}.

First, let (x,m) ∈ f−1({0}). As F−1 is a vector bundle homomorphism, the restricted map
{m} × Rk → {m} × TmM, (m,y) 7→ F−1(m,y) is a linear map, so that F−1(m, f(x,m)) =
F−1(m,0) = (m,d0). Now, let (x,m) ∈ X ×M such that F−1(m, f(x,m)) = (m,d0). Thus,
F(F−1(m, f(x,m))) = (m, f(x,m)) = F(m,d0). As F is a smooth vector bundle isomorph-
ism, the restricted map {m} × TmM → {m} × Rk, (m, v) 7→ F(m, v) is a linear map, so that
(m, f(x,m)) = F(m,d0) = (m,0).

Conversely, if D ∈ D, then since Ψ is a bijection, there exists a unique element fD ∈ C0(X ×
M,Rk) such that Ψ(fD) = D. The result follows from the previous proof: Z(D) = Z(Ψ(fD)) =
f−1
D ({0}) = [Ψ−1(D)]−1({0}).

Corollary 5.1. Let M be a smooth k-manifold with trivial tangent bundle. There exists a
bijection Φ from C0(M,Rk) to X(M) with the following properties:

1. For every f1, f2 ∈ C0(M,Rk), if there exists a homotopy H between f1 and f2, then there
exists a homotopy H ′ between Φ(f1) and Φ(f2) such that for every t ∈ [0, 1], H ′t ∈ X(M).
Conversely, for every V1, V2 ∈ X(M), if there exists a homotopy H between V1 and V2 such
that for every t ∈ [0, 1], Ht ∈ X(M), then there exists a homotopy H ′ between Φ−1(V1) and
Φ−1(V2).

2. For every f ∈ C0(M,Rk), f−1({0}) = Z(Φ(f)). Conversely, for every V ∈ X(M), Z(V) =
[Φ−1(V)]−1({0}).

Proof. The bijection Φ is constructed in a similar way as the one of Proposition 5.3:
Φ : C0(M,Rk) → X(M)

f 7→ {
Φ(f) : M → TM

m 7→ F−1(m, f(m))
,

with its inverse
Φ−1 : X(M) → C0(M,Rk)

V 7→ {
Φ−1(V) : M → Rk

m 7→ (pRk ◦ F ◦ V)(m)
,

where F is a vector bundle isomorphism from (TM,M,π) to (M × Rk,M, pM). The others
constructions are analogous to the ones of Proposition 5.3.

5.1.2 Index of a zero of a vector field

In this section, we recall the definition of the index of a vector field (on an arbitrary smooth
manifold) at one of its isolated zeros.

14
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Definition 5.6. (Index of a zero of a continuous map on an open subset of Rk)

Let U be an open subset of Rk, f : U → Rk be a continuous map, and z ∈ f−1({0}). Suppose
that there exists ε > 0 such that x /∈ B(z, ε), for every x ∈ f−1({0}) − {z}. The index of f at z is
defined as the topological degree11 of the map{

f/‖f‖ : ∂B(z, ε) → Sk−1

x 7→ f(x)/‖f(x)‖2
,

and is denoted indz(f).12

For the next definition, consider the bijection Φ of Corollary 5.1.

Definition 5.7. (Index of a zero of a vector field on an open subset of Rk)

Let U be an open subset13 of Rk, V : U → TU be a vector field on U, and z ∈ Z(V). Suppose
that there exists ε > 0 such that x /∈ B(z, ε), for every x ∈ Z(V) − {z}. The index of V at z is
defined as the index of Φ−1(V) : U→ Rk at z, and is denoted indz(V).14

Definition 5.8. (Related vector fields)

Let M and N be smooth manifolds, V ∈ X(M), W ∈ X(N), and f : M → N be a smooth
map. The vector fields V and W are said to be f-related if for every m ∈M, (Tmf ◦ V)(m) =
(W ◦ f)(m), where Tmf : TmM→ Tf(m)N is the tangent map of f at m.

TM TN

M N

Tf

V

f

W

Proposition 5.4. Let M and N be smooth manifolds, V ∈ X(M), and f : M → N be a
diffeomorphism. There exists a unique vector field f∗V ∈ X(N) such that V and f∗V are
f-related.

Proof. This vector field is defined as follows: for every n ∈ N,

f∗V(n) = (Tf−1(n)f ◦ V ◦ f−1)(n),

and is called the pushforward of V by f (see Lee, Proposition 8.19, p.183 ([22])).
11For a reminder about the main properties of topological degree that are used in this paper: see Hatcher

([15]), or Dold ([8]).
12indz(f) does not depend on ε (see Guillemin-Pollack, p.133 ([12])).
13U is seen here as an embedded submanifold of Rk. The tangent bundle of U is trivial (see Lee, Propositions

3.18 and 3.20, pp.66-67 ([22])), so that the bijection Φ of Corollary 5.1 can be used.
14indz(V) is well-defined since it does not depend on the choice of the vector bundle isomorphism F in

the proof of Corollary 5.1. Indeed, suppose that F ′ is another vector bundle isomorphism from (TU,U, π) to
(U× Rk, U, p), and that Φ ′ is defined in the same way as Φ, but using F ′ instead of F. In that case, since z ∈
[Φ−1(V)]−1({0}) = [(Φ ′)−1(V)]−1({0}) (see Corollary 5.1), the maps Φ−1(V)/‖Φ−1(V)‖ and (Φ ′)−1(V)/‖(Φ ′)−1(V)‖
are well-defined and homotopic: the map [0, 1] × ∂B(z, ε) → Sk−1, (t, x) 7→ [(1 − t)Φ−1(V)(x) + t(Φ ′)−1(V)(x)]/
‖(1 − t)Φ−1(V)(x) + t(Φ ′)−1(V)(x)‖2 is such a homotopy. Thus, deg(Φ−1(V)/‖Φ−1(V)‖) = indz(Φ−1(V)) =
indz((Φ ′)−1(V)) = deg((Φ ′)−1(V)/‖(Φ ′)−1(V)‖).

15
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Definition 5.9. (Index of a zero of a vector field on a smooth manifold)

Let M be a smooth manifold, V ∈ X(M), z ∈ Z(V), and (U,φ) be a chart of M such that
z ∈ U. Suppose that z ∈ int(M) and that z is an isolated point of Z(V), and consider an open
neighborhood U ′ of z in M such that x /∈ U ′, for every x ∈ Z(V) − {z}. Moreover, consider
the chart (U ∩U ′, ψ) of M, where ψ = φ|U∩U ′ . The index of V at z is defined as the index of
the pushforward ψ∗V of V by ψ at ψ(z):{

ψ∗V : φ(U ∩U ′) → Tφ(U ∩U ′)
x 7→ (Tψ−1(x)ψ ◦ V ◦ψ−1)(x)

,

and is denoted indz(V).15

. P  S 

Proof of Theorem 3.1. Recall that we consider a fixed network g0 ∈ G, and a fixed ε > 0.
Also, recall that η is the homeomorphism of Theorem 2.1, and that{

ρ : F → P
v 7→ (v̂, gv) = ((v̂i)i∈N, g

v)
,

is its inverse, where for every agent i ∈ N, and every network γ ∈ G,

v̂i(γ) = vi(γ) −
∑
j6=i

(
∂ijvi(g

v
ij, g

v
−ij) − ∂ijvi(g

v
ij, g

0
−ij)

)
(γij − g

v
ij) −

∑
j6=i

γijg
v
ij

= vi(γ) − h
gv

i [v](γ) − lg
v

i (γ),

with hg
v

i [v](γ) =
∑

j6=i
(
∂ijvi(g

v
ij, g

v
−ij) − ∂ijvi(g

v
ij, g

0
−ij)

)
(γij − g

v
ij) and lg

v

i (γ) =
∑

j6=i γijg
v
ij (see

Section 2).

The proof of Theorem 3.1 goes as follows:

1. In Step I, we show that κ1 : F → Eε, v 7→ ρ(v) = (v̂, gv) and the topological embedding
e : F → Eε, v 7→ (v, (πG ◦ ρ)(v)) = (v, gv) are ambient isotopic within Eε (through an
ambient isotopy ϕ1). The idea is to continuously deforme the graph P of pairwise stable
networks to the graph of the continuous map πG ◦ ρ.

2. In Step II, for every continuous map f : F → G, we show that the topological embedding
ef : F → Eε, v 7→ (v, f(v)) and κ2 : F → Eε, v 7→ (v, g0) are ambient isotopic within Eε
(through an ambient isotopy ϕ2

f ). The idea is to continuously deforme the graph of any
continuous map F → G to the trivial copy F0 of F .

3. In Step III, using ambient isotopies ϕ1 of Step I and ϕ2
f of Step II (for f = πG ◦ ρ), we

construct an ambient isotopy ϕ between κ1 and κ2 within Eε, which ends the proof of
this theorem.

15indz(V) does not depend on the choice of the chart containing z (see Guillemin-Pollack, p.134 ([12]), or
Milnor, pp.33-34 ([24])).
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Step I. Let e : F → Eε, v 7→ (v, (πG ◦ ρ)(v)) = (v, gv). There exists an ambient isotopy ϕ1

between κ1 and e within Eε.

Let r be the projection from Gε to the closest point in G (this map is a retraction of Gε on
G, i.e. a continuous map such that its composition with the inclusion G ↪→ Gε is the identity
on G), and b be a continuous map from Gε to [0, 1] such that b(G) = 1 and b(∂Gε) = 0.
Moreover, let {

ϕ1 : [0, 1]× Eε → Eε
(t, (v, g)) 7→ (v+, g)

,

where for every i ∈ N, v+i = vi + tb(g)(h
r(g)
i [v] + l

r(g)
i ), and let{

ξ1 : [0, 1]× Eε → Eε
(t, (v, g)) 7→ (v−, g)

,

where for every i ∈ N, v−i = vi − tb(g)(h
r(g)
i [v] + l

r(g)
i ).

First, ϕ1 is a continuous map, as both r and b are continuous maps (for more details, see the
proof of continuity of the homeomorphism η in Bich-Fixary ([2]), which is quite similar).

Second, for every i ∈ N, every (v, g) ∈ Eε, and for t = 0,

v+i = vi + 0b(g)(hr(g)i [v] + l
r(g)
i ) = vi,

so that ϕ1
0 = idEε .

Third, for every v ∈ F , and for t = 1, (ϕ1
1 ◦ κ1)(v) = ϕ1

1(ρ(v)) = ϕ
1
1(v̂, g

v) = (v̂+, gv), where for
every i ∈ N,

v̂+i = v̂i + b(g
v)(h

r(gv)
i [v] + l

r(gv)
i ) = (vi − h

gv

i [v] − lg
v

i ) + b(gv)(h
r(gv)
i [v] + l

r(gv)
i ) = vi

(since gv ∈ G), so that ϕ1
1 ◦ κ1 = e.

Last, it remains to show that for every t ∈ [0, 1], ϕ1
t is a homeomorphism with inverse ξ1t.

First, both ϕ1
t and ξ1t are continuous maps (as both ϕ1 and ξ1 are continuous maps). Second,

for every (v, g) ∈ Eε, (ϕ1
t ◦ ξ1t)(v, g) = ϕ1

t(v
−, g) = ((v−)+, g), where for every i ∈ N,

(v−)+i = v−i + tb(g)(h
r(g)
i [v−] + l

r(g)
i )

=
(
vi − tb(g)(h

r(g)
i [v] + l

r(g)
i )

)
+ tb(g)(h

r(g)
i [v−] + l

r(g)
i )

= vi + tb(g)(h
r(g)
i [v−] − h

r(g)
i [v]).

For every γ ∈ G,

(h
r(g)
i [v−] − h

r(g)
i [v])(γ)

=
∑
j6=i

(
∂ijv

−
i (r(g)ij, r(g)−ij) − ∂ijv

−
i (r(g)ij, g

0
−ij)

)
(γij − r(g)ij)

−
∑
j6=i

(
∂ijvi(r(g)ij, r(g)−ij) − ∂ijvi(r(g)ij, g

0
−ij)

)
(γij − r(g)ij)

=
∑
j6=i

(
∂ij(v

−
i − vi)(r(g)ij, r(g)−ij) − ∂ij(v

−
i − vi)(r(g)ij, g

0
−ij)

)
(γij − r(g)ij),
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where v−i − vi =
(
vi − tb(g)(h

r(g)
i [v] + l

r(g)
i )

)
− vi = −tb(g)(h

r(g)
i [v] + l

r(g)
i ). Since v−i − vi is an

element of Ai (that is, an affine map in (gij)j6=i), notice that ∂ij(v−i −vi)(r(g)ij, r(g)−ij)−∂ij(v−i −
vi)(r(g)ij, g

0
−ij) = 0, so that hr(g)i [v−] = h

r(g)
i [v] and (v−i )

+ = vi. In a similar way, notice that
(ξ1t ◦ϕ1

t)(v, g) = (v, g).

Finally, ϕ1 is an ambient isotopy between κ1 and e within Eε. Remark that for every t ∈ [0, 1],
ϕ1
t|F×∂Gε = idF×∂Gε , i.e. the ambient isotopy ϕ1 does not deforme the boundary of the ambient

space.

Step II. Let f : F → G be a continuous map, and ef : F → Eε, v 7→ (v, f(v)). There exists an
ambient isotopy ϕ2 between ef and κ2 within Eε.

For every link ij ∈ L, and every w ∈ [0, 1], consider the piecewise linear maps χij(w, ·) and
ζij(w, ·) defined by

χij(w, ·) : [−ε, 1+ ε] → [−ε, 1+ ε]
−ε 7→ −ε
g0ij 7→ w

1+ ε 7→ 1+ ε

and


ζij(w, ·) : [−ε, 1+ ε] → [−ε, 1+ ε]

−ε 7→ −ε
w 7→ g0ij

1+ ε 7→ 1+ ε

,

and consider the maps χij : [0, 1] × [−ε, 1 + ε] → [−ε, 1 + ε], (w,ω) 7→ χij(w,ω) and ζij :
[0, 1]× [−ε, 1+ ε]→ [−ε, 1+ ε], (w,ω) 7→ ζij(w,ω). For every ij ∈ L, the maps χij and ζij have
the following properties:

1. For every w ∈ [0, 1], χij(w, ·) is a homeomorphism16 with inverse ζij(w, ·).

2. For every w ∈ [0, 1], χij(w, ·)|{−ε,1+ε} = id{−ε,1+ε}.

3. For every w ∈ [0, 1], χij(w,g0ij) = w.

4. χij(g0ij, ·) = id[−ε,1+ε].

Let {
ϕ2
f : [0, 1]× Eε → Eε

(t, (v, g)) 7→ (v, gζ)
,

where for every ij ∈ L, gζij = ζij((1− t)g0ij + tf(v)ij, gij), and let{
ξ2f : [0, 1]× Eε → Eε

(t, (v, g)) 7→ (v, gχ)
,

where for every ij ∈ L, gχij = χij((1− t)g0ij + tf(v)ij, gij).

First, ϕ2
f is a continuous map, as for every ij ∈ L, ζij is a continuous map.

Second, for every ij ∈ L, every (v, g) ∈ Eε, and for t = 0,

gζij = ζij((1− 0)g0ij + 0f(v)ij, gij) = ζij(g0ij, gij).
16These two maps are continuous, and for every ω ∈ [−ε, 1+ ε],

(
ζij(w, ·) ◦χij(w, ·)

)
(ω) = ω (resp.

(
χij(w, ·) ◦

ζij(w, ·)
)
(ω) = ω), since

(
ζij(w, ·) ◦ χij(w, ·)

)
(g0ij) = g

0
ij (resp.

(
χij(w, ·) ◦ ζij(w, ·)

)
(g0ij) = g

0
ij).
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Now, by properties 1 and 4, notice that ζij(g0ij, ·) is the identity on [−ε, 1+ ε], so that (ϕ2
f)0 =

idEε .

Third, for every v ∈ F , and for t = 1, ((ϕ2
f)1 ◦ ef)(v) = (ϕ2

f)1(v, f(v)) = (v, f(v)ζ), where for
every ij ∈ L,

f(v)ζij = ζij(f(v)ij, f(v)ij) = g
0
ij

(from properties 1 and 3), so that (ϕ2
f)1 ◦ ef = κ2.

Last, it remains to show that for every t ∈ [0, 1], (ϕ2
f)t is a homeomorphism with inverse

(ξ2f)t. First, both (ϕ2
f)t and (ξ2f)t are continuous maps (as both ϕ2

f and ξ2f are continuous
maps). Second, for every (v, g) ∈ Eε, ((ϕ2

f)t ◦ (ξ2f)t)(v, g) = (ϕ2
f)t(v, g

χ) = (v, (gχ)ζ), where for
every ij ∈ L,

(gχ)ζij = ζij((1− t)g
0
ij + tf(v)ij, g

χ
ij)

= ζij((1− t)g0ij + tf(v)ij, χij((1− t)g0ij + tf(v)ij, gij))
=

(
ζij((1− t)g0ij + tf(v)ij, ·) ◦ χij((1− t)g0ij + tf(v)ij, ·)

)
(gij)

= gij (from property 1).

In a similar way, notice that ((ξ2f)t ◦ (ϕ2
f)t)(v, g) = (v, g).

Finally, ϕ2
f is an ambient isotopy between ef and κ2 within Eε. Remark that for every

t ∈ [0, 1], (ϕ2
f)t|F×∂Gε = idF×∂Gε , i.e. the ambient isotopy ϕ2

f does not deforme the boundary
of the ambient space.

Step III. There exists an ambient isotopy ϕ between κ1 and κ2 within Eε.

To finish, from Step I and Step II, the map{
ϕ : [0, 1]× Eε → Eε

(t, (v, g)) 7→ (
(ϕ2

(πG◦ρ))t ◦ϕ
1
t

)
(v, g)

is an ambient isotopy17 between κ1 and κ2 within Eε. Remark that for every t ∈ [0, 1],
ϕt|F×∂Gε = idF×∂Gε , i.e. the ambient isotopy ϕ does not deforme the boundary of the ambient
space.

Proof of Corollary 3.1. Recall that ηR is the homeomorphism of Corollary 2.1, and that
ρR is its inverse.

The proof is similar to the one of Theorem 3.1. Since R is a regular set, one can show that
for every continuous map f : R→ G, the maps{

(ϕ1)R : [0, 1]× EεR → EεR
(t, (v, g)) 7→ (v+, g)

and
{

(ϕ2
f)R : [0, 1]× EεR → EεR

(t, (v, g)) 7→ (v, gζ)

are well-defined18 (from affine stability assumption in Definition 2.3).
17In particular, by definition of ϕ1 and ϕ2

(πG◦ρ):
(
(ϕ2

(πG◦ρ))1◦ϕ
1
1
)
◦κ1 = ((ϕ2

(πG◦ρ))1◦e = ((ϕ2
(πG◦ρ))1◦e(πG◦ρ) = κ

2.
18v+ and gζ are defined as in the proof of Theorem 3.1.
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The map (ϕ1)R is an ambient isotopy between κ1R : R → EεR, v 7→ ρR(v) and the topological
embedding R → EεR, v 7→ (v, (πG ◦ ρR)(v)) = (v, gv) within EεR, and the map (ϕ2

f)R is a an
ambient isotopy between the topological embedding R → EεR, v 7→ (v, f(v)) and κ2R : R →
EεR, v 7→ (v, g0) within EεR, for every continuous map f : R→ G. Thus, the map{

ϕR : [0, 1]× EεR → EεR
(t, (v, g)) 7→ (

[(ϕ2
(πG◦ρR))R]t ◦ [(ϕ1)R]t

)
(v, g)

is an ambient isotopy between κ1R and κ2R within EεR.

. P  S 

Proof of Theorem 4.1. First of all, remark that Gε is a convex subset of RL, which implies
that it is contractible. Thus, from Proposition 5.1 (see Section 5.1), TGε is trivial. Con-
sequently, using Proposition 5.3 (see Section 5.1), D̃1 and D̃2 are treated throughout all this
proof as continuous maps from Eε to RL such that (D̃1)−1({0}) = (D̃2)−1({0}) = P , for the sake
of simplicity.

The proof of Theorem 4.1 goes as follows: the required homotopy H̃ between D̃1 and D̃2 is
built in a two-step process:

H̃ : [0, 1]× Eε → RL

(t, (v, g)) 7→ {
H̃1(2t, (v, g)) if t ∈ [0, 12 ]

H̃2(2t− 1, (v, g)) if t ∈ [ 12 , 1]
,

where:

1. The map H̃1 is built in Step I. The idea is to deform the map D̃1 to a map D̃1,1 which is
equal to D̃1 on Gε −G, and which is equal to D̃2 on ∂Gε. This property will be crucial
for the construction of the map H̃2.

2. The map H̃2 is built from Step II to Step VIII. The idea is to deform the map D̃1,1 to the
map D̃2. Briefly:

• In Step II, we use the ambient isotopy ϕ of Theorem 3.1 to simplify this construc-
tion. Our aim is to deform the map ∆̃1,1 = D̃1,1 ◦ϕ−1

1 to the map ∆̃2 = D̃2 ◦ϕ−1
1 .

• From Step III to Step VI, we proceed to a kind of "backand-forth motion". First,
the map ∆̃1,1 is deformed to a certain map ∆̃1,2, itself deformed to a certain map
∆̃1,3 (Step III and Step IV). Second, we notice that ∆̃1,3 is equal to a certain map
∆̃2,4 (Step V), which is a consequence of the crucial property explained previously.
Last, in a very similar way, the map ∆̃2,4 is deformed to a certain map ∆̃2,5, itself
deformed to the map ∆̃2 (Step V and Step VI).

• We conclude this construction in Step VII and Step VIII.
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Step I. First step in the construction of the homotopy H̃ between D̃1 and D̃2.

First, define
D̃1,1 : Eε → RL

(v, g) 7→ {
λgD̃

1(v, g) + (1− λg)D̃2(v, g) if g ∈ Gε −G
D̃1(v, g) otherwise

,

where for every g ∈ Gε −G,

λg =
‖g− g1/2‖∞ − 1

2 − ε

−ε
∈ [0, 1],

and g1/2 is the network such that for every ij ∈ L, g1/2ij = 1
2 . The map D̃1,1 is continuous since

(i) the map D̃1 is continuous, (ii) the map (v, g) ∈ Eε 7→ λgD̃
1(v, g) + (1 − λg)D̃2(v, g) ∈ RL

is continuous (because the map g ∈ Gε − G 7→ λg ∈ [0, 1] is continuous), and (iii) for every
(v, g) ∈ F × ∂G, λgD̃1(v, g) + (1− λg)D̃2(v, g) = D̃1(v, g).

Moreover, notice that D̃1,1|E = D̃
1|E and D̃1,1|F×∂Gε = D̃

2|F×∂Gε .

Second, define {
H̃1 : [0, 1]× Eε → RL

(t, (v, g)) 7→ (1− t)D̃1(v, g) + tD̃1,1(v, g)

The map H̃1 is a homotopy between D̃1 and D̃1,1: it is continuous (since both D̃1 and D̃1,1

are continuous maps), and for every (v, g) ∈ Eε, H̃1
0(v, g) = D̃1(v, g) and H̃1

1(v, g) = D̃1,1(v, g).
Furthermore, for every t ∈ [0, 1], the map H̃1

t is an extended network dynamics on F :

• For every t ∈ [0, 1], H̃1
t is continuous since H̃1 is a continuous map.

• (H̃1
t)

−1({0}) = P . Indeed, remark first that, since D̃1 and D̃2 are strongly inward-pointing,
and since for every g ∈ Gε −G, λg ∈ [0, 1], we get that for every v ∈ F , every ε ′ ∈ (0, ε],
every g ∈ ∂Gε ′ , and every x ∈ N∂Gε ′ (g),

〈D̃1,1(v, g), x〉 = 〈λgD̃1(v, g)+(1−λg)D̃2(v, g), x〉 = λg〈D̃1(v, g), x〉+(1−λg)〈D̃2(v, g), x〉 < 0,

and we obtain that for every v ∈ F , D̃1,1
v has no zeros on Gε − G. Thus, (D̃1,1)−1 = P ,

since D̃1,1|E = D̃1|E . Finally, for every v ∈ F , every ε ′ ∈ (0, ε], every g ∈ ∂Gε ′ , every
x ∈ N∂Gε ′ (g), and every t ∈ [0, 1],

〈H̃1(v, g), x〉 = 〈(1− t)D̃1(v, g) + tD̃1,1(v, g), x〉 = (1− t)〈D̃1(v, g), x〉+ t〈D̃1,1(v, g), x〉 < 0,

and we obtain that for every v ∈ F , H̃1
t(v, ·) has no zeros on Gε − G. Thus, for every

t ∈ [0, 1], (H̃1
t)

−1 = P , since for every (v, g) ∈ E ,

H̃1
t(v, g) = (1− t)D̃1(v, g) + tD̃1,1(v, g) = (1− t)D̃1(v, g) + tD̃1(v, g) = D̃1(v, g).
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Step II. Use of the ambient isotopy ϕ.

Now, consider the ambient isotopy{
ϕ : [0, 1]× Eε → Eε

(t, (v, g)) 7→ (
(ϕ2

(πG◦ρ))t ◦ϕ
1
t

)
(v, g)

between κ1 : F → Eε, v 7→ ρ(v) = (v̂, gv) and κ2 : F → Eε, v 7→ (v, g0) within Eε of Theorem 3.1,
and define ∆̃1,1 = D̃1,1 ◦ϕ−1

1 and ∆̃2 = D̃2 ◦ϕ−1
1 . The map ∆̃1,1 is continuous (as the composition

of two continuous maps) and is such that

(∆̃1,1)−1({0}) = (D̃1,1 ◦ϕ−1
1 )−1({0}) = ϕ1((D̃

1,1)−1({0})) = ϕ1(P) = F0 = F × {g0},

and similarly for the map ∆̃2. Thus, if Φ̃ is a homotopy between ∆̃1,1 and ∆̃2 such that for
every t ∈ [0, 1], (Φ̃t)

−1({0}) = F0, then{
H̃2 : [0, 1]× Eε → RL

(t, (v, g)) 7→ (Φ̃t ◦ϕ1)(v, g)

is a homotopy19 between D̃1,1 and D̃2 such that for every t ∈ [0, 1], the map H̃2
t is an extended

network dynamics on F .

Also, notice that by definition of ϕ, we get that ∆̃1,1|F×∂Gε = ∆̃
2|F×∂Gε (the ambient isotopy ϕ

does not deforme the boundary of the ambient space).

Step III. First step in the construction of the homotopy Φ̃ between ∆̃1,1 and ∆̃2.

First, define
∆̃1,2 : Eε → RL

(v, g) 7→ {
(∆̃1,1(v, g)/‖∆̃1,1(v, g)‖2)‖g− g0‖2 if g 6= g0

0 otherwise
.

Continuity of this map is a consequence of the (more general) following lemma:

Lemma 5.1. Let X and Y be metrizable topological spaces, A be a subspace of X, f1 : A → Y,
f2 : X−A→ Y, and 

f : X → Y

x 7→ {
f1(x) if x ∈ A
f2(x) if x ∈ X−A

.

Suppose that both f1 and f2 are continuous, and that for every x ∈ ∂XA, every sequence (uk)
in X such that {uk : k ∈ N} ⊂ A, and every sequence (vk) in X such that {vk : k ∈ N} ⊂ X − A,
uk −→ x and vk −→ x implies that f1(uk) −→ f(x) and f2(vk) −→ f(x). Then, the map f is
continuous.

19For every (v, g) ∈ Eε, H̃2
0(v, g) = (Φ̃0 ◦ϕ1)(v, g) = (∆̃1,1 ◦ϕ1)(v, g) = D̃

1(v, g) and H̃2
1 (v, g) = (Φ̃1 ◦ϕ1)(v, g) =

(∆̃2 ◦ ϕ1)(v, g) = D̃2(v, g). Moreover, for every t ∈ [0, 1], (H̃2
t)

−1({0}) = (Φ̃t ◦ ϕ1)
−1({0}) = ϕ−1

1 (Φ̃−1
t ({0})) =

ϕ−1
1 (F0) = P .

22

Documents de travail du Centre d'Economie de la Sorbonne 2022.02

 



Proof. Let x ∈ X, and (xk) be a sequence in X such that (xk) −→ x:

1. First, suppose that x ∈ intXA. Since (xk) −→ x, there exists K ∈ N such that for every
k ≥ K, xk ∈ intXA. Now, consider an open set U in Y containing f(x) (since x ∈ intXA,
f(x) = f1(x)). Since (xk)k≥K is a sequence in A which converges to x, we get that
f1(x

k) −→k≥K f1(x) (by continuity of f1). In particular, there exists K ′ ∈ N such that for
every k ≥ K ′ ≥ K, f1(xk) ∈ U. Since K ′ ≥ K, we get that for every k ≥ K ′, xk ∈ intXA,
thus that f1(xk) = f(x) (i.e. that f is continuous at x).

2. The case where x ∈ intXX−A is similar to the previous one.

3. Finally, suppose that x ∈ ∂XA. Let IA = {k ∈ N : xk ∈ A} and IX−A = {k ∈ N : xk ∈ X−A},
and consider the two subsequences (xkA) = (xk)k∈IA and (xkX−A) = (xk)k∈IX−A of (xk).
Since xkA −→ x and xkX−A −→ x, we get that f1(xkA) −→ f(x) and f2(x

k
X−A) −→ f(x)

(by assumption). Now, consider an open set U in Y containing f(x). Since f1(xkA) is
a sequence in Y which converges to f(x), we get that there exists KA ∈ IA such that
for every k ≥ KA (in IA), f1(xkA) ∈ U. Similarly, we get that there exists KX−A ∈ IX−A
such that for every k ≥ KX−A (in IX−A), f2(xkX−A) ∈ U. Let K = max{KA, KX−A}. Since
N = IA ∪ IX−A, we get that either f(xk) = f1(xkA), or f(xk) = f2(xkX−A), for every k ≥ K (by
definition of f). Thus, we get that for every k ≥ K, f(xk) ∈ U (i.e. that f is continuous
at x).

In our case, we obtain the result by setting X = Eε, Y = RL, A = F × (Gε − {g0}), f1 : (v, g) 7→
(∆̃1,1(v, g)/‖∆̃1,1(v, g)‖2)‖g − g0‖2, f2 : (v, g) 7→ 0 and f = ∆̃1,2 in Lemma 5.1. Indeed, for every
v ∈ F , and every sequence (vk, gk) in Eε such that {(vk, gk) : k ∈ N} ⊂ F × (Gε − {g0}), if
(vk, gk) −→ (v, g0), then we get that for every k ∈ N,

‖(∆̃1,1(vk, gk)/‖∆̃1,1(vk, gk)‖2)‖gk − g0‖2 − ∆̃1,2(v, g0)‖2
= ‖(∆̃1,1(vk, gk)/‖∆̃1,1(vk, gk)‖2)‖gk − g0‖2‖2
= ‖gk − g0‖2.

Thus, ‖(∆̃1,1(vk, gk)/‖∆̃1,1(vk, gk)‖2)‖gk − g0‖2 − ∆̃1,2(v, g0)‖2 converges to 0.

Second, define {
Φ̃1 : [0, 1]× Eε → RL

(t, (v, g)) 7→ (1− t)∆̃1,1(v, g) + t∆̃1,2(v, g)

The map Φ̃1 is a homotopy between ∆̃1,1 and ∆̃1,2: it is continuous (since both ∆̃1,1 and ∆̃1,2

are continuous maps), and for every (v, g) ∈ Eε, Φ̃1
0(v, g) = ∆̃

1,1(v, g) and Φ̃1
1(v, g) = ∆̃

1,2(v, g).
Furthermore, for every t ∈ [0, 1], the map Φ̃1

t has the following properties:

• Φ̃1
t is continuous (since Φ̃1 is a continuous map).
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• (Φ̃1
t)

−1({0}) = F0. Indeed, for every t ∈ [0, 1], an element (v, g) ∈ Eε is in (Φ̃1
t)

−1({0}) if
and only if either g 6= g0 and

(∆̃1,1(v, g)/‖∆̃1,1(v, g)‖2)
(
(1− t)‖∆̃1,1(v, g)‖2 + t‖g− g0‖2

)
= 0, (1)

or g = g0. Thus, since Equation (1) has no solution, we get the result.

Step IV. Second step in the construction of the homotopy Φ̃ between ∆̃1,1 and ∆̃2.

For every g ∈ Gε such that g 6= g0, consider the unique element βg ∈ ∂Gε such that βg ∈
{g ′ ∈ Gε : ∃t ∈ R+, g ′ = g0 + t(g− g0)} (i.e. such that βg belongs to the half-line starting at g0
and passing through g).

First, define {
f : [0, 1]× (Gε − {g0}) → Gε

(t, g) 7→ g+ t(βg − g)

This map is continuous: it maps (t, g) ∈ [0, 1]× (Gε − {g0}) to the point g + t(βg − g), which
belongs to the line segment between g and βg.

Second, define
∆̃1,3 : Eε → RL

(v, g) 7→ {
(∆̃1,1(v, βg)/‖βg − g0‖2)‖g− g0‖2 if g 6= g0

0 otherwise
.

Continuity of this map is a consequence of Lemma 5.1 by setting X = Eε, Y = RL, A =

F × (Gε − {g0}), f1 : (v, g) 7→ (∆̃1,1(v, βg)/‖βg − g0‖2)‖g− g0‖2, f2 : (v, g) 7→ 0 and f = ∆̃1,3.20

Third, define
Φ̃2 : [0, 1]× Eε → RL

(t, (v, g)) 7→ {
(∆̃1,1(v, f(t, g))/‖f(t, g) − g0‖2)‖g− g0‖2 if g 6= g0

0 otherwise
.

The map Φ̃2 is a homotopy between ∆̃1,2 and ∆̃1,3: it is continuous (again, it is a consequence
of Lemma 5.1 by setting X = [0, 1]× Eε, Y = RL, A = [0, 1]× (F × (Gε − {g0})), f1 : (t, (v, g)) 7→
(∆̃1,1(v, f(t, g))/‖f(t, g) − g0‖2)‖g − g0‖2, f2 : (v, g) 7→ 0 and f = Φ̃2), and for every (v, g) ∈ Eε,
Φ̃2

0(v, g) = ∆̃1,2(v, g) and Φ̃2
1 (v, g) = ∆̃1,3(v, g). Furthermore, for every t ∈ [0, 1], the map Φ̃2

t

has the following properties:

• Φ̃2
t is continuous (since Φ̃2 is a continuous map).

20For every v ∈ F , and every sequence (vk, gk) in Eε such that {(vk, gk) : k ∈ N} ⊂ F × (Gε − {g0}), if
(vk, gk) −→ (v, g0), then notice that 0 is a limit point of the sequence ((∆̃1,1(vk, βgk)/‖βgk − g0‖2)‖gk − g0‖2)
(because ∂Gε is compact, and because ∆̃1,1 is continuous). Moreover, remark that this is the only limit point
of this sequence, thus that it converges to 0: if ` is a limit point of ((∆̃1,1(vk, βgk)/‖βgk − g0‖2)‖gk − g0‖2),
then there exists a subsequence of this sequence which converges to `, but we can still find a subsequence of
this subsequence which converges to 0 (again, because ∂Gε is compact, and because ∆̃1,1 is continuous), which
implies that ` = 0.
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• (Φ̃2
t)

−1({0}) = F0. Indeed, for every t ∈ [0, 1], an element (v, g) ∈ Eε is in (Φ̃2
t)

−1({0}) if
and only if either g 6= g0 and

∆̃1,1(v, f(t, g)) = 0, (2)
or g = g0. Thus, since Equation (2) has no solution, we get the result.

Step V. Third step in the construction of the homotopy Φ̃ between ∆̃1,1 and ∆̃2.

First, remark that the maps ∆̃1,3 (defined in Step IV) and
∆̃2,4 : Eε → RL

(v, g) 7→ {
(∆̃2(v, βg)/‖βg − g0‖2)‖g− g0‖2 if g 6= g0

0 otherwise
.

are equal. Indeed, from Step II, recall that ∆̃1,1|F×∂Gε = ∆̃
2|F×∂Gε .

Second, define
∆̃2,5 : Eε → RL

(v, g) 7→ {
(∆̃2(v, g)/‖∆̃2(v, g)‖2)‖g− g0‖2 if g 6= g0

0 otherwise
.

This map is continuous (see the proof for ∆̃1,2 in Step III, which is similar).

Third, define
F : [0, 1]× Eε → RL

(t, (v, g)) 7→ {
(∆̃1,1(v, f(t, g))/‖f(t, g) − g0‖2)‖g− g0‖2 if g 6= g0

0 otherwise
.

(where the map f is defined in Step IV), and define{
Φ̃3 : [0, 1]× Eε → RL

(t, (v, g)) 7→ F(1− t, (v, g))
.

The map Φ̃3 is a homotopy between ∆̃2,4 and ∆̃2,5: it is continuous, and for every (v, g) ∈ Eε,
Φ̃3

0(v, g) = ∆̃2,4(v, g) and Φ̃3
1 (v, g) = ∆̃2,5(v, g) (see the proof for Φ̃2 in Step IV, which is

similar). Furthermore, for every t ∈ [0, 1], the map Φ̃3
t is continuous and is such that

(Φ̃3
t )

−1({0}) = F0 (see the proof for Φ̃2 in Step IV, which is similar).

Step VI. Fourth step in the construction of the homotopy Φ̃ between ∆̃1,1 and ∆̃2.

Define {
Φ̃4 : [0, 1]× Eε → RL

(t, (v, g)) 7→ (1− t)∆̃2,5(v, g) + t∆̃2(v, g)

The map Φ̃4 is a homotopy between ∆̃2,5 and ∆̃2: it is continuous, and for every (v, g) ∈ Eε,
Φ̃4

0(v, g) = ∆̃
2,5(v, g) and Φ̃4

1 (v, g) = ∆̃
2(v, g) (see the proof for Φ̃1 in Step III, which is similar).

Furthermore, for every t ∈ [0, 1], the map Φ̃4
t is continuous and is such that (Φ̃4

t )
−1({0}) = F0

(see the proof for Φ̃1 in Step III, which is similar).
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Step VII. Last step in the construction of the homotopy Φ̃ between ∆̃1,1 and ∆̃2.

From Step III, Step IV and Step V, the map

Φ̃ : [0, 1]× Eε → RL

(t, (v, g)) 7→


Φ̃1(4t, (v, g)) if t ∈ [0, 1
4 ]

Φ̃2(4t− 1, (v, g)) if t ∈ [ 14 ,
1
2 ]

Φ̃3(4t− 2, (v, g)) if t ∈ [ 12 ,
3
4 ]

Φ̃4(4t− 3, (v, g)) if t ∈ [34 , 1]

is a homotopy between ∆̃1,1 and ∆̃2 such that for every t ∈ [0, 1], (Φ̃t)
−1({0}) = F0.

Step VIII. Last step in the construction of the homotopy H̃ between D̃1 and D̃2.

Following our remark in Step II, the map{
H̃2 : [0, 1]× Eε → RL

(t, (v, g)) 7→ (Φ̃t ◦ϕ1)(v, g)

is a homotopy between D̃1,1 and D̃2 such that for every t ∈ [0, 1], the map H̃2
t is an extended

network dynamics on F .

Finally, from Step I, the map
H̃ : [0, 1]× Eε → RL

(t, (v, g)) 7→ {
H̃1(2t, (v, g)) if t ∈ [0, 12 ]

H̃2(2t− 1, (v, g)) if t ∈ [ 12 , 1]

is the required homotopy between D̃1 and D̃2 such that for every t ∈ [0, 1], the map H̃t is an
extended network dynamics on F .

Proof of Corollary 4.1. The proof is similar to the one of Theorem 4.1. Since R is a
regular set, we can just consider the ambient isotopy ϕR of Corollary 3.1 instead of the
ambient isotopy ϕ, and we can construct a homotopy H̃R between D̃1 and D̃2 in a similar
way.

Proof of Corollary 4.2. Before to start, we precise that we do not use here the identification
of Proposition 5.3 (see Section 5.1), unlike in the proof of Theorem 4.1.

Consider the homotopy H̃R of Corollary 4.2 between D̃1 and D̃2 (in the following, we simply
denote it by H̃). Moreover, let g be an isolated zero of D̃1

v and D̃2
v, and (U,φ) be a chart on

Gε such that g ∈ U (remark that, since g ∈ G and G ⊂ int(Gε), we get g ∈ int(Gε)). Since
g is an isolated zero of D̃1

v and D̃2
v, consider an open neighborhood U ′ of g in Gε such that

g ′ /∈ U ′, for every g ′ ∈ Z(D̃1
v) − {g} = Z(D̃2

v) − {g}, and consider the chart (U ∩ U ′, ψ) of Gε,
where ψ = φ|U∩U ′ . For k = 1, 2, indg(D̃k

v) corresponds to the index of the map{
ψ∗D

k
v : φ(U ∩U ′) → Tφ(U ∩U ′)

x 7→ (Tψ−1(x)ψ ◦Dk
v ◦ψ−1)(x)
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at g (see Definition 5.9 in Section 5.1), which corresponds itself to the topological degree of
the map{

Φ−1(ψ∗D
k
v)/‖Φ−1(ψ∗D

k
v)‖ : ∂B(ψ(g), ε) → S|L|−1

x 7→ [Φ−1(ψ∗D
k
v)](x)/‖[Φ−1(ψ∗D

k
v)](x)‖2

,

where B(ψ(g), ε) is any ε-ball around ψ(g) in φ(U ∩U ′) (see Corollary 5.1 for the definition
of Φ, Definition 5.6 and Definition 5.7 in Section 5.1).21

Now, notice that it is sufficient to show that the maps Φ−1(ψ∗D
1
v)/‖Φ−1(ψ∗D

1
v)‖ and Φ−1(ψ∗D

2
v)/

‖Φ−1(ψ∗D
2
v)‖ are homotopic to obtain that indg(D̃1

v) = indg(D̃2
v).

First, remark that the map H̃v : [0, 1]×Gε → TGε, (t, g ′) 7→ H̃(t, (v, g ′)) is a homotopy between
D̃1
v and D̃2

v such that for every t ∈ [0, 1], Z((H̃v)t) = Z(D̃1
v) = Z(D̃2

v) (since H̃t is an extended
network dynamics on R).

Second, the following map is a homotopy between ψ∗D1
v and ψ∗D2

v:{
H̃v : [0, 1]× φ(U ∩U ′) → Tφ(U ∩U ′)

(t, x) 7→ (Tψ−1(x)ψ ◦ (H̃v)t ◦ψ−1)(x)

Indeed, it is continuous (as the composition of continuous maps), and for every x ∈ φ(U∩U ′),
(H̃v)0(x) = ψ∗D̃1

v and (H̃v)1(x) = ψ∗D̃2
v. Moreover, for every t ∈ [0, 1], Z((H̃v)t) = Z(ψ∗D̃1

v) =

Z(ψ∗D̃2
v) = {ψ(g)} (since for every t ∈ [0, 1], Z((H̃v)t) = Z(D̃1

v) = Z(D̃2
v), and by definition of

the chart (U ∩U ′, ψ)).

Finally, from Corollary 5.1 (see Section 5.1), the map{
[0, 1]× ∂B(ψ(g), ε) → S|L|−1

(t, x) 7→ Φ−1((H̃v)t)(x)/‖Φ−1((H̃v)t)(x)‖2

is a well-defined homotopy between the maps Φ−1(ψ∗D
1
v)/‖Φ−1(ψ∗D

1
v)‖ and Φ−1(ψ∗D

2
v)/

‖Φ−1(ψ∗D
2
v)‖. Thus, we get that indg(D̃1

v) = indg(D̃2
v).

Proof of Proposition 4.1. First, we obtain directly that for every (v, g) ∈ EU , Dε(v, g) =
b(g)D(v, r(g)) + V(g) = D(v, g). Indeed, since g ∈ G, we get that b(g) = 1, r(g) = g and
V(g) = 0.

Second, Dε = b(D ◦ (idU × r)) + V is a continuous map since D, b, r and V are continuous
maps. Moreover, notice that for every v ∈ U , every ε ′ ∈ (0, ε], every g ∈ ∂Gε ′ , and every
x ∈ N∂Gε ′ (g),

〈Dε
v(g), x〉 = 〈b(g)D(v, r(g)) + V(g), x〉 = b(g)〈D(v, r(g)), x〉+ 〈V(g), x〉 < 0,

since (i) by definition, b(g) ∈ [0, 1], (ii) 〈D(v, r(g)), x〉 ≤ 0 because r(g) ∈ ∂G and because D
is inward-pointing, and (iii) by definition, 〈V(g), x〉 < 0. Thus, for every v ∈ U , Dε

v has no
zeros on Gε − G. Since we proved that Dε|EU = D, we get that (Dε)−1({0}) = D−1({0}) = P .
Finally, we get that Dε is a strongly inward-pointing extended network dynamics on U .

21By definition of the chart (U ∩ U ′, ψ), any ε-ball B(ψ(g), ε) around ψ(g) is such that x /∈ B(ψ(g), ε), for
every x ∈ [Φ−1(ψ∗D

k
v)]

−1({0}) − {ψ(g)}.
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