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Abstract

The paper presents a novel approach based on di¤erential games to the study of criminal

networks. We extend the static crime network game (Ballester et al., 2004, 2006) to a dynamic

setting. First, we determine the relationship between the Markov Perfect Equilibrium (MPE)

and the vector of Bonacich centralities. The established proportionality between the Nash

equilibrium and the Bonacich centrality in the static game does not hold in general in the

dynamic setting. Next, focusing on regular networks, we provide an explicit characterization of

equilibrium strategies, and conduct comparative dynamic analysis with respect to the network

size, network density, and implicit growth rate of total wealth in the economy. Contrary to

the static game, where aggregate equilibrium increases with network size and density, in the

dynamic setting, more criminals or more connected criminals can lead to a decrease in total

crime, both in the short run and at the steady state. We also examine another novel issue in the

network theory literature, i.e., the existence of a voracity e¤ect, occurring when an increase in

the implicit growth rate of total wealth in the economy lowers economic growth. We do identify

the presence of such a voracity e¤ect in our setting.

JEL Classi�cation: C73, D85, K42.
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1 Introduction

It is natural to think about criminal and delinquent activities in terms of networks, and more

speci�cally, social networks. Indeed, as argued in Lindquist and Zenou (2019), social network

analysis can be quite useful for understanding more about the root causes of crime and delinquency,

and for designing crime prevention policies. Not surprisingly, there exists a vast literature devoted

to crime and networks (see, e.g., Lindquist and Zenou, 2019, for an overview). However, dynamic

considerations in the context of criminal networks have not received enough attention so far. The

present paper contributes to the networks and crime literature, by proposing a novel (dynamic)

approach to the study of criminal networks, i.e., a di¤erential game approach.

The natural �t between crime and social networks comes particularly from the fact that crime

is primarily considered as a group activity and that social interactions heavily a¤ect criminal

behavior. Indeed, the importance of social networks and peer in�uences in criminal activities has

been acknowledged for a long time in the criminology and sociology literature (e.g., Sutherland,

1947; Haynie, 2001; Sarnecki, 2001; War, 2002). Also the economic literature is very active in

the study of peer and network e¤ects in crime. Sah (1991) and Glaeser et al. (1996) were the

�rst to develop economic models of social interactions and crime, and were followed by others that

proposed various theoretical foundations on peer and network e¤ects in criminal activities (e.g.,

Calvó-Armengol and Zenou, 2004; Ballester et al., 2006, 2010; Cortés et al., 2019). In parallel

to theoretical investigations, there is also strong empirical evidence of peer e¤ects in crime (e.g.,

Ludwig et al., 2001; Kling et al., 2005; Patacchini and Zenou, 2012; Bayer et al., 2009; Damm and

Dustmann, 2014).

There exists a sizeable literature on applications of di¤erential games in the �eld of crime and

crime control (e.g., Feichtinger, 1983; Dawid and Feichtinger, 1996; Dubovik and Parakhonyak,

2014; Faria et al., 2019), government corruption (e.g., Kemp and Long, 2009; Ngendakuriyo and

Zaccour, 2013, 2017), counterfeiting (e.g., Crettez et al., 2020) and terrorism (e.g., Nova et al.,

2010; Wrzaczek et al., 2017). This literature has been able to shed light on a number of important

issues related to the dynamics of illegal activities carried out by individuals, �rms, and governments.

However, it has abstracted from the widely recognized fact that criminals are embedded in social

networks (see Ballester et al., 2010). In this paper, we aim to �ll this gap in the literature by

merging two so far disjoint strands of research, namely, the research on the dynamics of crime

without social networks, and the research on social networks without dynamics. Indeed, to the
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best of our knowledge, ours is the �rst analysis of criminal networks in a full-�edged dynamic

game.

Our analysis is conducted in terms of a di¤erential game (see Başar and Olsder, 1995, Dockner

et al., 2000, Haurie et al., 2012, and Long, 2010 for concepts and applications). As is well known,

di¤erential games are particularly useful for modeling economic problems which involve both dy-

namics and strategic behavior. We propose and analyze an in�nite horizon di¤erential game based

on the seminal paper by Ballester et al. (2006). At each point in time, criminals embedded in a

social network decide how much e¤ort to make, taking as given the e¤orts of the other criminals.

The sum of e¤orts by all criminals negatively a¤ects the evolution of the state variable (total wealth

in the economy). We assume that players use Markovian strategies, i.e., they condition their crime

e¤orts only on the current state variable, which summarizes the entire history of the game, and

derive analytically a Markov Perfect Equilibrium.

In the static game by Ballester et al. (2006), the Nash equilibrium is proportional to the

Bonacich centrality (Bonacich, 1987). In our dynamic setting, this proportionality does not hold

in general. However, we do recover the result by Ballester et al. (2006) as a particular case, when

the shadow price of total wealth in the economy is zero, and therefore the dynamic constraint plays

no role, leading criminals to behave as in the static game. Moreover, while in the static setup total

crime is always strictly positive, in the dynamic setting a corner solution can arise implying a zero

level of total crime.

Also the results of our comparative dynamic analysis with respect to the network size and density

suggest that some of the conclusions reached in the static literature on criminal networks do not

necessarily hold in a Markovian environment, where total crime negatively a¤ects the evolution of

total wealth in the economy. Speci�cally, focusing on regular networks, we show that conditions

exist such that more criminals or more connected criminals induce lower crime in the economy.

This holds true both in the short run and at the steady state. We also show that a faster growing

economy (in the absence of crime) may cause an increase in total crime, which, in the end, may

dampen economic growth. This is related to the so called voracity e¤ect (see Tornell and Lane,

1999), which, to the best of our knowledge, has not been studied in the network literature so far.

The rest of the paper is organized as follows. In Section 2, we present the model, �rst by

recalling the static setting of Ballester et al. (2006) in Section 2.1 and then by introducing our

dynamic framework in Section 2.2. Section 3 is devoted to the MPE and Bonacich centrality. In
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two subsequent sections, we focus on regular networks. In Section 4, an explicit characterization of

equilibrium strategies is provided. In Section 5, we conduct a comparative dynamic analysis with

respect to the network size (Section 5.1) and the network density (Section 5.2). In Section 5.3, we

investigate whether a voracity e¤ect arises in our model. Some concluding remarks are stated in

Section 6. All the proofs are presented in the Appendices A till H.

2 Model

2.1 Static Setting

Our point of departure is the framework of Ballester et al. (2006), i.e., a �nite population non-

cooperative game with linear-quadratic interdependent utility functions, where players decide how

much e¤ort to exert. We use this setting in the context of criminal networks (see also Ballester et

al., 2004). Henceforth, in our criminal network game, we use criminals for players, and interpret

e¤ort levels as crime levels.

Consider criminals embedded in a network of social connections. Each criminal i = 1; :::; n

selects a crime e¤ort xi � 0 and obtains a utility payo¤ (see Ballester et al., 2006)

ui(x1; :::; xn) = �ixi +
1

2
�iix

2
i +

P
j 6=i
�ijxixj , (1)

with �ii < 0 to ensure strict concavity in own e¤ort. Net of bilateral in�uences, criminals have the

same payo¤s: �i = � > 0 and �ii = � for all i = 1; :::; n.

Let � = [�ij ] be the square matrix of cross-e¤ects. When �ij > 0 (�ij < 0), then i0s and j0s

crime e¤orts are strategic complements (strategic substitutes) from i0s perspective. For instance,

complementarity may arise when criminals take part of a network organization with a common

(terrorist) goal, while substitutability may be present when criminals compete against each other

for the same victims.

Let G = [gij ] be the adjacency matrix of the network g of relative payo¤ complementarities

across pairs, with 0 � gij � 1 and gii = 0 for all i = 1; :::; n. Moreover, let I and U denote the

n-square identity matrix and the n-square matrix of ones, respectively. By setting � = �� � 
,

with � > 0 and 
 � 0, � can be decomposed as follows:

� =� �I� 
U+ �G,
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with � > 0. In other words, � can be decomposed into an idiosyncratic concavity component (��I),

a global (uniform) substitutability component (�
U), and a local complementarity component

(�G). Hence, (1) can be rewritten as

ui(x1; :::; xn) = �xi �
1

2
(� + 
)x2i � 


nP
j=1

xixj + �
nP
j=1

gijxixj . (2)

De�nition 1 Consider a network g with adjacency n-square matrix G and a scalar a > 0 such

that M(g; a) = [I� aG]�1 is well de�ned and nonnegative. (i) The vector of Bonacich centralities

of parameter a in g is b(g; a) =M(g; a)1.12 (ii) The vector of weighted Bonacich centralities of

parameter a in g is b!(g; a) =M(g; a)!, with !=(!1; :::; !n)T .

We focus on symmetric matrices such that �ij = �ji for all j 6= i. Then the largest eigenvalue

�1(G) of G is well de�ned, with �1(G) > 0 as long as �ij 6= 0, for some j 6= i. Ballester et al.

(2006, Theorem 1) show that the matrix [�I � �G]�1 is well de�ned and nonnegative if and only

if � > ��1(G). Then there exists a unique Nash equilibrium which is interior and given by

x� =
�

� + 
b (g; ��)
b (g; ��) ,

where �� = �=� is the strength of local interactions (relative to own concavity), b(g; ��) =Pn
i=1 bi(g; �

�), with bi(g; ��) denoting the Bonacich centrality of node i, and b (g; ��) =M(g; ��)1

is the vector of Bonacich centralities of parameter ��.

2.2 Dynamic Setting

We extend the static game previously described to a dynamic setting. Time is continuous and

denoted by t 2 [0;1). Let y(t) � 0 denote the aggregate level of wealth which is legally produced

and X(t) =
Pn
i=1 xi(t) the aggregate level of crime in the economy at t. The intertemporal

relationship between y(t) and X(t) is captured by the following di¤erential equation:

_y(t) = �y(t)�X(t); y(0) = y0 � 0, (3)

with � > 0 denoting the implicit growth rate of total wealth and y0 the initial level of total wealth

in the economy. Crime is assumed to be wealth-reducing. The idea behind (3) is that criminal

11 denotes the n-dimensional vector of ones.
2More precisely, b(g; a) is obtained from Bonacich�s measure (Bonacich, 1987) by an a¢ ne transformation, and

b(g; a) = 1+ k(g; a) with k(g; a) being Katz�s prestige measure (Katz, 1953).
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activities such as robberies and tax evasion have a negative impact on the accumulation of total

wealth in the economy. Clearly, the growth rate of total wealth in the economy is strictly positive

in the absence of crime; otherwise, it can become negative (or nil).

Criminal i�s objective functional is given by

Ji =

1Z
0

e�rtui(x1; :::; xn)dt,

with ui(x1; :::; xn) de�ned in (2) and r > 0 being the discount rate. Criminal i seeks to maximize

Ji w.r.t. xi subject to (3).

At each t, criminals, after observing y(t), decide how much e¤ort to make, taking as given

the e¤orts of the other criminals. Our equilibrium concept is Markov Perfect Equilibrium (MPE).

Speci�cally, we adopt the closed-loop (feedback) Nash equilibrium: criminals condition their crime

e¤ort only on the current state variable, which summarizes the entire history of the game. This

restriction captures the notion that bygones are bygones (see Başar and Olsder, 1995; Dockner et

al., 2000; Maskin and Tirole, 2001).3 Note that, a priori, equilibrium crime e¤orts can be either

increasing or decreasing in y. Formally, strategies are of the form xi (t) = �i(t; y(t)), where �i is a

decision rule specifying a level of crime e¤ort for criminal i for any t and observed y.

The restrictions imposed on closed-loop strategies are given in the following de�nition.4

De�nition 2 A n-tuple of closed-loop strategies (�1; :::; �n) is said to be admissible if (i = 1; :::; n)

(i) xi (t) = �i (t; y (t)) is well de�ned for all t � 0

(ii) the function t! xi (t) = �i (t; y (t)) is measurable

(iii) �i (t; 0) = 0

(iv) the initial value problem
�
y(t) = �y(t)�

nP
i=1
�i (t; y (t)) ; y (0) = y0 > 0; has a unique solution.

Property (iii), in particular, requires that criminal i makes zero e¤ort if wealth in the economy

is nil. Indeed, a necessary condition for crime to exist is that wealth in the economy is strictly

positive.

Let �� be a n-tuple of admissible closed-loop strategies, and ���i be the (n� 1)-tuple of admis-

sible closed-loop strategies ��j , with j = 1; :::; n, j 6= i.
3By de�nition, history dependent strategies, such as trigger strategies, are ruled out.
4Similar restrictions are common in the di¤erential game literature (e.g., Dockner and Sorger, 1996; Benchekroun,

2003, 2008; Colombo and Labrecciosa, 2015).
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De�nition 3 The n-tuple �� constitutes a Markov Perfect Equilibrium (MPE) if, for every possible

initial condition (y0; t0):

Ji(�
�) � Ji(�i;���i) for all i = 1; :::; n

for any closed-loop strategy �i such that (�i;�
�
�i) is an admissible n-tuple of closed-loop strategies.

Within the set of closed-loop strategies, in line with the bulk of the literature, we restrict

attention to strategies of the symmetric and stationary type. The game is symmetric as the discount

rate and the time horizon are common to all criminals, their ability to a¤ect the evolution of the state

is identical, and criminals�instantaneous payo¤s and feasible sets take the same form. Strategies

are of the stationary type due to the structure of the game: the equation of motion is autonomous,

and the instantaneous payo¤s as well as the feasible sets do not explicitly depend on time.5

3 MPE and Bonacich Centrality

In this section, in the spirit of Ballester et al. (2006), we study the relationship between the MPE

and the vector of Bonacich centralities. In order to derive closed-loop equilibrium strategies, we

adopt the value function approach. Let Vi(y) denote criminal i�s value function, which represents

the discounted value of the stream of utilities (2) for a game that starts at y. By standard ar-

guments, closed-loop equilibrium strategies must satisfy the following Hamilton-Jacobi-Bellman

(HJB) equations (i = 1; :::n):

rVi(y) = max
xi�0

(
ui(xi;�

�
�i) + V

0
i (y)

"
�y � xi �

nP
j=1;j 6=i

��j (y)

#)
,

where V 0i (y) = @Vi(y)=@y denotes the shadow price of total wealth for criminal i. Assuming that

� > ��1(G), with �1(G) > 0 denoting the largest eigenvalue of G, maximization of the RHS of

the above HJB implies that

[�I+ 
U� �G]�� = �1�V0,

where V0 = (V 01 ; :::; V
0
n)
T . Since U�� = ��1, where �� =

Pn
i=1 �

�
i , then

�[I� ��G]�� = [�� 
��]1�V0,

5Note that stationarity alone is not su¢ cient to rule out equilibria involving non stationary strategies. However,

as pointed out in Dockner et al. (2000), non stationary equilibria are of less interest and therefore they are generally

not considered in economic applications.

7

 
Documents de travail du Centre d'Economie de la Sorbonne 2022.06



and

��� = [�� 
��] [I� ��G]�11�[I� ��G]�1V0.

Using De�nition 1, we obtain

��� = [�� 
��]b (g; ��)�bV0 (g; ��) ,

implying that

�� =
�� + 
bV0 (g; ��)

� [� + 
b (g; ��)]
b (g; ��)� bV

0 (g; ��)

�
.

The above discussion leads to the following proposition.

Proposition 1 Assume that � > ��1(G). There exists a MPE,

�� =
�� + 
bV0 (g; ��)

� [� + 
b (g; ��)]
b (g; ��)� bV

0 (g; ��)

�
,

for any given V0 � 0 such that �� � 0.

Two remarks are in order. First, the relationship between the MPE and the vector of Bonacich

centralities is more nuanced than in the static setting, in which the Nash equilibrium is proportional

to the vector of Bonacich centralities (see Ballester et al., 2006). Indeed, in our dynamic setting,

such a proportional relationship is not observed in general. Second, conditions on the shadow price

of total wealth exist such that a corner solution arises implying a zero level of total crime. In

Ballester et al. (2006), instead, total crime is always strictly positive.

If V 0i = V
0 for all i = 1; :::; n, then bV0 (g; ��) = V 0b (g; ��). From �� given in Proposition 1, it

follows that

��� =
�
�� 
�� � V 0

�
b (g; ��) ,

which implies that

�� =
�� V 0

� + 
b (g; ��)
b (g; ��) .

We can then state the following corollary.

Corollary 1 When V 0i = V
0 for all i = 1; :::; n, �� given in Proposition 1 becomes

�� =
�� V 0

� + 
b (g; ��)
b (g; ��) .

Note that, if V 0 = 0, �� given in Corollary 1 corresponds to x� in Ballester et al. (2006, Theorem

1, p.1408). In this case, �� is proportional to the vector of Bonacich centralities. Intuitively, when

the shadow price of total wealth in the economy is zero, the dynamic constraint plays no role, and

each criminal behaves as in the static game.
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4 Equilibrium Characterization

In this section, in order to provide an explicit characterization of equilibrium strategies, we focus

on regular networks. We consider the set of strategies which are linear in the state variable and

look for a linear MPE (LMPE).6 Throughout the analysis, we make the following assumptions on

the parameters of the model:

A1. � > b�, with b� = max f2d�� 
 (2n+ 1) ; 
g .
A2. r < br, with

br = min�� (� + 
 � 2d�+ 2
n)
n (� � d�+ 
n) ;

� (� � 
)
d�� 
 + n [� � d�+ 
 (n� 1)]

�
.

The above assumptions are required for strategies to be admissible, continuous, and global

(de�ned over the entire state space), and for steady states to be positive.

Proposition 2 Let

��(y) =

8>>>><>>>>:
0 for y � y
��Ay �B
� + n
 � d� for y < y � y

�

� + n
 � d� for y > y

where y = (� � B)=A > 0, y = �B=A > y, and A < 0 and B > 0 are constants that depend on

the parameters of the model (given in the proof). The n-tuple of strategies (��; :::��) constitutes a

LMPE.

Proposition 2 establishes that the equilibrium strategy is piece-wise linear.7 If y < y, criminals

abstain from committing crime and wait for total wealth in the economy to grow until reaching the

"maturity" level, y. The intuitive explanation is that, for low levels of total wealth, the shadow

price of total wealth is so high that it exceeds the bene�t to criminals from committing crime, �.

Consequently, �� = 0. In the static game, instead, being V 0 = 0, corner solutions are ruled out.

6Linear strategies are widely considered in applications of di¤erential games (e.g. Fershtman and Kamien, 1987;

Tornell and Velasco, 1992; Jun and Vives, 2004; Benchekroun, 2008; Colombo and Labrecciosa, 2015). On applications

of nonlinear strategies see Tsutsui and Mino (1990), Dockner and Long (1993), and Colombo and Labrecciosa (2015),

inter alia.
7Within the class of linear strategies considered, the MPE is unique.
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For levels of wealth between y and y, total crime is strictly positive and increasing in y, implying

that more wealth triggers more crime. The fact that total crime is increasing in y implies that

there exists intertemporal strategic substitutability : an increase in e¤orts by criminal i today leads

to a decrease in total wealth in the economy which, in turn, induces a decrease in e¤orts by all the

other criminals in the future. Hence, for intermediate levels of total wealth, a positive relationship

between total wealth and total crime arises in equilibrium. Finally, if y > y, criminals play a

constant strategy (a degenerate Markovian strategy) corresponding to the static Nash equilibrium.

In this case, total wealth is so abundant that the dynamic constraint is no longer binding.

Corollary 2 There exist two steady-state equilibria of total crime, bXss and eXss > bXss, with
bXss = �n (��B)

An+ � (� � d�+ 
n) ,

and eXss = n�

� � d�+ n
 .

If y0 2 (0; eyss), with eyss = n�

� (� � d�+ n
) ,

total crime converges to bXss as t ! 1; if, instead, y0 > eyss, total crime is equal to eXss at all
t 2 [0;1).

The static Nash equilibrium derived in Ballester et al. (2006), which corresponds to eXss, can
be sustained either temporarily or ad in�nitum, depending on initial conditions. Starting from

any y0 2 (y; eyss), criminals play the static Nash equilibrium only temporarily. This is so because

once y reaches the threshold y, criminals revert to the non degenerate Markovian strategy, which

is increasing in y, and total crime decreases until reaching the stationary level bXss. Therefore, the
static Nash equilibrium cannot be sustained as a subgame perfect Nash equilibrium. It is worth

noting that a degenerate Markovian strategy corresponding to the Nash equilibrium strategy for all

levels of total wealth would not be admissible, since it would violate property (iii) in De�nition 2.

Moreover, the value function associated to this constant strategy would not converge to zero as total

wealth approaches zero. Therefore, for levels of total wealth below eyss, the equilibrium must be

constructed in such a way to satisfy the usual transversality condition, limt!1 e�rtV (y�(t)) = 0,

with y�(t) denoting the equilibrium trajectory of total wealth in the economy. The equilibrium

strategy given in Proposition 2 does exactly that. The static Nash equilibrium can be sustained
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as a subgame perfect equilibrium only when y0 � eyss, in which case criminals play the static Nash
equilibrium forever and total crime remains constant over time.

Corollary 2 is illustrated in the below �gure.

0 yy yåy ss
æy ss

ndD

Sy

Xss

Xss

Fig. 1: Steady-state equilibria

As can be seen from Figure 1, total wealth in the economy increases for all y0 < byss or y0 > eyss
and decreases for all y0 2 (byss; eyss), while it remains constant for y0 = byss; eyss, with byss = bXss=�.
However, while byss is locally stable, eyss is unstable.
5 Comparative Dynamics

In this section, keeping the focus on regular networks, we conduct a comparative dynamic analysis

with respect to the network size, n, and the network density8, via the degree of a node, d, and the

implicit growth rate of total wealth in the economy, �. In order to obtain clear-cut results, we make

the following assumption.

A3. 
 > d�.

In Sections 5.1 and 5.2, we proceed as follows. First, we evaluate how equilibrium strategies

respond to an increase in the parameter of interest in the neighborhood of a given initial level of

total wealth (short-run impact). Second, we investigate how steady-state levels of total crime are

8The density of a network is a relative fraction of possible links that are present in the network. In other words, it

is the average degree of all n nodes in the network divided by n�1, which for a regular network is equal to d=(n�1).
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a¤ected by an increase in the parameter of interest (long-run impact). In Section 5.3, we derive

the equilibrium growth rate of total wealth in the economy and evaluate how it is a¤ected by an

increase in �.

5.1 Network Size

In the static game studied in Ballester et al. (2006), total crime is always increasing in n. To see

this, it su¢ ces to di¤erentiate x� with respect to n and check that the sign of the derivative is

positive (once taken into account that � > d� for the matrix [�I � �G]�1 to be nonnegative). In

the dynamic game at hand, instead, things are more involved.

5.1.1 Short-run impact

In Lemma 1, we establish how an increase in n a¤ects the thresholds y and y and the slope of the

increasing segment of n��. In Lemma 2, we derive the condition under which equilibrium strategies

before and after the change in n cross. Finally, in Lemma 3, we establish how an increase in n

a¤ects the �at part of n�� (i.e., eXss).
Lemma 1 (i) y

��
n2
< y

��
n1
, (ii) yjn2 > yjn1, and (iii) @(n2�

�jn2)=@y < @(n1�
�jn1)=@y, with

n2 > n1.

Lemma 2 Take y = y
��
n1
. There exists er such that n2 ��jn2 � (<)n1 �

�jn1 for r � (<)er, with
n2 > n1.

As a direct consequence of the fact that @ eXss=@n = �(� � d�)=(� � d� + 
n)2 > 0 (since

� > d�), we have the following lemma.

Lemma 3 eXss���
n2
> eXss���

n1
, with n2 > n1.

12
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The short-run impact of an increase in n from n1 to n2 is illustrated in the below �gure (for

the three cases r > er, r = er, and r < er).

0 y

n2dD |n2

n1dD |n1

y
n1

y
n2

y|n1

r > ær r = ær r < ær

y|n2
åy æy

X

Fig. 2: The short-run impact of an increase in n

Interestingly, only in the case r � er there exists at least one point where total crime before and
after the change in n cross (see Figure 2). For r < er, in particular, total crime before and after the
change in n cross twice, and there exists an interval of initial levels of total wealth in the economy

(y0 2 (by; ey)) such that short-run total crime decreases as a result of an increase in n.
Lemmas 1-3 yield the following proposition.

Proposition 3 Consider an increase in n from n1 to n2. (i) Take r > er. Short-run total crime
(henceforth, SRTC) increases for y0 > y

��
n2
, and remains unchanged for y0 < y

��
n2
. (ii) Take r = er.

SRTC increases for y0 > y
��
n2
and y0 6= y

��
n1
, and remains unchanged for y0 < y

��
n2
or y0 = y

��
n1
.

(iii) Take r < er. SRTC decreases for y0 2 (by; ey), increases for either y0 2 �y��n2 ; by� or y0 > ey, and
remains unchanged for y0 < y

��
n2
.9

There are two important di¤erences with respect to the static analysis. First, an increase in the

number of criminals induces a short-run decrease in total crime, provided that y0 2 (by; ey) and that
r < er, i.e., criminals are su¢ ciently patient. Second, an increase in the number of criminals leaves

9Note that when y0 = y
��
n2
, y0 = y

��
n1
(with r = er), or y0 = by; ey (with r < er), we have n1 ��jn1 = n2 �

�jn2 ,

i.e., total crime is the same before and after the change in n. This implies that initial conditions exist such that the

instantaneous response of total crime to a change in the number of criminals is nil.
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total crime unchanged, at least temporarily, provided that the initial total wealth in the economy

is low (i.e., y0 < y
��
n2
). In the absence of dynamics, instead, total crime is always strictly increasing

in the number of criminals. The key di¤erence between the static and the dynamic analysis is

represented by the shadow price of total wealth in the economy, V 0 (which can be interpreted as

the intertemporal marginal cost of committing crime). While in the static setting, by de�nition,

V 0 = 0, in the dynamic setting, V 0 � 0 (with V 0 > 0 for all y < y). As can be seen from Appendix

A, V 0 is a function of the parameters of the model, including n. Using �� given in Proposition 2,

the impact of n on total crime (for a given y0) can be decomposed into the sum of two e¤ects, a

static e¤ect and a dynamic e¤ect:

@n��

@n
=

(� � d�)�
(� + n
 � d�)2| {z }

static e¤ect

+

�
(d�� �)V 0

(� + n
 � d�)2
� n

� + n
 � d�
@V 0

@n

�
| {z }

dynamic e¤ect

.

The static e¤ect is always positive. The dynamic e¤ect, instead, is a priori ambiguous: the �rst

term between square brackets is always negative, whereas the second term between square brackets

can take either sign, depending on @V 0=@n. Proposition 3 establishes that the overall impact of

n on total crime crucially depends on the discount rate, r. When r is large, therefore criminals

are rather myopic, the static e¤ect dominates, and total crime increases as result of an increase in

n. When, instead, r is small, therefore criminals are rather forward looking, the dynamic e¤ect is

negative and outweighs the positive static e¤ect for all y0 2 (by; ey).
In the remainder of this subsection, we are going to show that conditions exist under which the

relationship between total crime and the number of criminals can be negative also in the long run.

5.1.2 Long-run impact

In Lemma 4, we show how an increase in n a¤ects bXss.
Lemma 4 bXss���

n2
� (>) bXss���

n1
for r � (<)r1, with n2 > n1, where r1 is the lowest of the two

roots of @ bXss=@n.

14
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The long-run impact of an increase in n from n1 to n2 is illustrated in the below �gure (for the

three cases r > r1, r = r1, and r < r1).10

0 yæy ss |n1

åy ss |n2

åy ss |n1

n1dD |n1

n2dD |n2

Sy
æy ss |n2

åy ss |n2

r > r1 r = r1 r < r1

Xss
n2

Xss
n1

Xss
n1

Xss
n2

X ss
n2

Fig. 3: The long-run impact of an increase in n

As can be seen from Figure 3, the long-run impact of an increase in the number of criminals on

total crime depends not only on the initial level of total wealth in the economy, but also on the rate

at which criminals discount future utilities from committing crime. In particular, there exist an

interval of initial total wealth in the economy (y0 < eyssjn1) and a level of the discount rate (r = r1)
such that, rather surprisingly, the number of criminals has no long-run impact on total crime, i.e.,

total crime converges to bXss���
n1
, which is the same as bXss���

n2
. Moreover, there exists an interval

of initial total wealth in the economy ([eyssjn1 ; eyssjn2)) such that long-run total crime decreases as
a result of an increase in the number of criminals, irrespective of the level of the discount rate.

Furthermore, conditions on the parameters of the model exist such that r1 < 0 (see the red dashed

line in Figure 3), which implies that an increase in the number of criminals triggers a decrease in

long-run total crime for any y0 < eyssjn2 . From Figure 3, we can see that both undershooting and

overshooting are possible. Take, for instance, y0 = byssjn1 . When r > r1, total crime increases in

the short run, since the red dashed line evaluated at byssjn1 lies above n1 ��jn1 , and decreases in the
long run, since bXss���

n2
< bXss���

n1
. Hence, there is overshooting. When instead r < r1, total crime

10Figure 3 is drawn for r < er. When r = er, the increasing segment of total crime depicted with the red dashed
line crosses n1 ��jn1 once at the kink point. When r > er, it never crosses n1 ��jn1 . The impact of n on bXss does not

depend on er.
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decreases in the short run, since the green dash-dotted line evaluated at byssjn1 lies below n1 ��jn1 ,
and increases in the long run, since bXss���

n2
> bXss���

n1
. In this case, there is undershooting. By

similar arguments, overshooting always occurs when y0 = eyssjn1 . Total crime may decrease both
in the short and the long run as a result of an increase in n. Take, for instance, r > r1 and y0 in

the left neighborhood of the intersection between the �at part of n1 ��jn1 and the red dashed line

(see Figure 3). Clearly, total crime initially decreases, then converges towards a lower steady state.

Lemmas 1-4 yield the following proposition.

Proposition 4 Consider an increase in n from n1 to n2. (i) Take r > r1. Long-run total crime

(henceforth, LRTC) decreases for y0 < eyssjn2, and increases for y0 � eyssjn2. (ii) Take r = r1.

LRTC decreases for y0 2
� eyssjn1 ; eyssjn2�, increases for y0 � eyssjn2, and remains unchanged for

y0 < eyssjn1. (iii) Take r < r1. LRTC decreases for y0 2
� eyssjn1 ; eyssjn2�, and increases for

y0 � eyssjn2 or y0 < eyssjn1.
As in the short run, in contrast with the static analysis, total crime may decrease or remain

unchanged as a result of an increase in the number of criminals, depending on the discount rate

and the initial level of total wealth in the economy.

5.2 Network Density

In the static game studied in Ballester et al. (2006), total crime is always increasing in d. This

can be seen by di¤erentiating x� with respect to d and by verifying that the sign of the derivative

is positive. In our dynamic game, instead, whether or not total crime is increasing in d crucially

depends on the parameters of the model.

5.2.1 Short-run impact

In Lemma 5, we establish how an increase in d a¤ects the thresholds y and y and the slope of the

increasing segment of n��, while in Lemma 6, we establish how an increase in d a¤ects the �at part

of n��.

Lemma 5 (i) y
��
d2
> y

��
d1
, (ii) yjd2 > yjd1, and (iii) @(n�

�jd2)=@y < @(n��jd1)=@y, with d2 > d1.

As a direct consequence of the fact that @ eXss=@d = n��=(� � d� + 
n)2 > 0, we have the

following lemma.
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Lemma 6 eXss���
d2
> eXss���

d1
, with d2 > d1.

The short-run impact of an increase in d from d1 to d2 is illustrated in the below �gure.

0 y|d1
y|d2

y
d2

y
d1

y

ndD |d2

ndD |d1

y

X

Fig. 4: The short-run impact of an increase in d

As can be seen from Figure 4, there exists an interval of initial total wealth in the economy

(y0 2 (y
��
d1
; y)) such that an increase in network density leads to a decrease in SRTC.

Lemmas 5 and 6 yield the following proposition.

Proposition 5 Consider an increase in d from d1 to d2. SRTC increases for y0 > y, decreases for

y0 2
�
y
��
d1
; y
�
, and remains unchanged for y0 2

�
0; y
��
d1

i
or y0 = y.

In contrast with the static analysis, for y < y an increase in network density lowers total crime,

at least temporarily. As in Section 5.1, the overall impact of the parameter of interest on total

crime can be decomposed into two e¤ects, a static e¤ect and a dynamic e¤ect:

@n��

@d
=

��n

(� � d�+ 
n)2| {z }
static e¤ect

+

�
n

(d�� � � 
n)
@V 0

@d
� n�V 0

(� � d�+ 
n)2

�
| {z }

dynamic e¤ect

.

The static e¤ect is always positive. The dynamic e¤ect, instead, can take either sign. Proposition

5 establishes that the static e¤ect dominates for y0 > y, whereas for y0 < y the dynamic e¤ect,

which is negative, outweighs the static e¤ect, implying that an increase in network density leads to

a decrease in SRTC.
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5.2.2 Long-run impact

In Lemma 7, we show how an increase in d a¤ects bXss, and we compare eyssjd1 and byssjd2 in order
to establish where �y crosses n��jd2 (either below or above n�

�jd1).

Lemma 7 (i) bXss���
d2
> bXss���

d1
, and (ii) byssjd2 < eyssjd1, with d2 > d1.

The long-run impact of an increase in d from d1 to d2 is illustrated in the below �gure.

0

ndD |d2

ndD |d1

yæy ss |d1

æy ss |d2

åy ss |d1

åy ss |d2

Sy

Xss
d2

Xss
d1

Xss
d1

Xss
d2

Fig. 5: The long-run impact of an increase in d

Unlike in the analysis of the impact of network size (see Section 5.1.2), now the order relationship

between LRTC before and after the change in d does not depend on r. For y0 < eyssjd1 , total
crime converges to bXss���

d1
when the degree of a node is d1, and to bXss���

d2
when the degree is d2.

For y0 2
� eyssjd1 ; eyssjd2�, LRTC remains constant at eXss���d1 when the degree of a node is d1, and

decreases to bXss���
d2
when the degree is d2. Finally, for y0 � eyssjd2 , LRTC remains constant ateXss���

d1
when the degree is d1, and remains constant at eXss���

d2
> eXss���

d1
when the degree of a node

is d2.

Lemmas 5-8 yield the following proposition.

Proposition 6 Consider an increase in d from d1 to d2. LRTC decreases for y0 2
� eyssjd1 ; eyssjd2�,

and increases otherwise.

For levels of total wealth between eyssjd1 and eyssjd2 , we then have a new result compared with
the static analysis. This is due to the impact that d has on total crime through V 0 (which, by

de�nition, is nil in the static setting).
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5.3 Implicit Growth Rate and Voracity E¤ect

In this subsection, we investigate the possibility that an increase in the implicit growth rate of total

wealth in the economy (e.g. a productivity gain) lowers economic growth, i.e. whether a voracity

e¤ect (see Tornell and Lane, 1999) arises in our model. Formally, a voracity e¤ect exists when

@( _y(t)=y(t))=@� < 0. Note that, in the absence of crime, _y(t)=y(t) = �, therefore a voracity e¤ect

never arises. The question addressed in this subsection is new in the network theory literature. In

this respect, the focus of this subsection is di¤erent from that of the previous subsections, which

was on the comparison between the static and the dynamic impact of an increase in either n or d.

Let g�(t) = _y�(t)=y�(t). In order to compute g�(t), �rst, we derive the equilibrium trajectory

of total wealth in the economy resulting from (��; :::��), with �� given in Proposition 2. For

y0 2 (y; y), we obtain

y�(t) = e
t
�
A eXss
�

+�
�
(y0 � byss) + byss,

with A < 0 given in Appendix A. Next, we di¤erentiate y�(t) w.r.t. time:

_y�(t) = e
t
�
A eXss
�

+�
�
(y0 � byss) A eXss

�
+ �

!
.

We can then write the rate of growth of y�(t) as follows:

g�(t) =
e
t
�
A eXss
�

+�
�
(y0 � byss)�A eXss� + �

�
e
t
�
A eXss
�

+�
�
(y0 � byss) + byss .

Proposition 7 Take y0 2 (y; y). If t and r are su¢ ciently close to zero then @g�(t)=@� < 0, i.e.,

there exists a voracity e¤ect.

We have veri�ed numerically that a voracity e¤ect may arise even when t and r are large. The

intuitive explanation for the occurrence of a voracity e¤ect is that the indirect e¤ect of an increase

in total crime, which, given the wealth-reducing nature of crime, is negative, outweighs the direct

positive e¤ect of an increase in �. Consequently, an increase in the implicit growth rate of total

wealth in the economy depresses economic growth.11

11A similar result can be found in a number of related papers (e.g., Tornell and Lane, 1999; Long and Sorger, 2006;

Van der Ploeg, 2011). However, to our knowledge, it has never been derived in the context of criminal networks.
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6 Concluding Remarks

In this paper, we have taken a novel approach, namely, a di¤erential game approach, to the study of

criminal networks, with the aim to reconsider some comparative statics results derived in the static

literature, and answer a new set of questions related to the network structure and its impact on

the evolution of crime. We have also shed some light on the relationship between the MPE and the

Bonacich centrality, and shown that the established proportionality between the Nash equilibrium

and the Bonacich centrality does not hold in general in a dynamic setting.

The existing literature on criminal networks abstracts from dynamic considerations. Both the

bene�ts and the costs of crime for criminals are assumed to be static, thus precluding the analysis

of important topics such as the impact of network structure on the evolution of crime and the

relationship between productivity shocks, crime and growth. Besides theoretical interest, these

topics have real-world relevance and their understanding is of paramount importance for designing

e¤ective policies. One of the key lessons that can be drawn from the static literature on criminal

networks is that networks with a higher number of criminals are associated with higher levels of

total crime, and similarly for networks with a higher density. This lesson is valid as long as time

does not play any role. Indeed, our dynamic analysis, which, to our knowledge, is novel in the

network theory literature, has shown that more criminals or more connected criminals may lead

to the counterintuitive opposite result, i.e., a decrease in total crime. This holds true not only

in the short run, but also at the steady state. Intuitively, the intertemporal cost of committing

crime, which our dynamic framework is able to capture, may increase as a result of an increase in

either network size or network density to such an extent that total crime is reduced. Conditions

exist under which forward looking criminals anticipate that an increase in network size will lead

to an increase in crime by all the other criminals, and, therefore, to a decrease in total wealth in

the economy. Consequently, given symmetry, each criminal will �nd it optimal to decrease their

own crime e¤orts (since equilibrium crime e¤orts are increasing in total wealth), leading to an

equilibrium in which total crime is lower. Similar arguments apply to the case in which network

density is increased.

In this paper, we have also highlighted the presence of a voracity e¤ect, occurring when the

implicit growth rate of total wealth in the economy is increased and, as a consequence of that,

economic growth is reduced. This �nding points to the counterintuitive conclusion that, in the

presence of crime, positive productivity shocks may have a detrimental e¤ect on economic growth.
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Appendix A. Proof of Proposition 2

By standard arguments, closed-loop equilibrium strategies must satisfy the following HJB equations

(i = 1; :::n):

rVi(y) = max
xi�0

(
ui(xi;�

�
�i) + V

0
i (y)

"
�y � xi �

nP
j=1;j 6=i

��j (y)

#)
, (A.1)

where V 0i (y) = @Vi(y)=@y. Maximization of the RHS of the above HJB yields (assuming that

� > d�, which is required for [�I� �G]�1 to be well de�ned and nonnegative (see Ballester et al.,

2006)):

�� = [�I+ 
U� �G]�1
�
��V0� .

For generic n and regular networks (d denoting the degree) we get:

�� =
�� V 0

� + n
 � d� . (A.2)

This solution represents a maximum since the expression in curly brackets in (A.1) is concave in

xi. We look for a symmetric LMPE. Consider the following value function:

V (y) =

8>>>>>><>>>>>>:

�
y

y

� r
�

Z
�
y
�

for y < y

Z (y) for y 2
�
y; y
�

�2 (B � 
)
2r (� � d�+ 
n)2

for y > y,

(A.3)

where

Z (y) = A
y2

2
+By + C,

with

A = � (r � 2�) (� � d�+ n
)2

� + 
 + 2d� (n� 1)� 2n [� + 
 (n� 1)] , (A.4)

B =
� (r � 2�) f�
 + d�+ n [� � d�+ 
 (n� 1)]g
� f2d� (n� 1)� � (2n� 1)� 
 [2n (n� 1)� 1]g ,

and

C =
(B � �) f� (
 � �) +B f�2d� (n� 1) + � (2n� 1) + 
 [2n (n� 1)� 1]gg

2r (� � d�+ 
n)2
,

and y and y given in Proposition 2. Note that Assumptions A1 and A2 guarantee that B > � > 0

and that y > 0.
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Proof that A < 0. We have @��(y)=@y = �A=(� + n
 � d�). Since it must be � > d� for

the matrix [�I � �G]�1 to be nonnegative then � + n
 � d� > 0. It follows that @��(y)=@y > 0

for A < 0. We know that r < 2� since r < br < 2�. Therefore, from (A.4), A < 0 for � =

� + 
 + 2d� (n� 1)� 2n [� + 
 (n� 1)] < 0. Call �0 the value of � solving � = 0. The expression

� is decreasing in �. Hence � > �0 implies that � < 0. Since �0 < d� then A < 0, implying that

��(y) is increasing in y.

Proof that y > y. Immediate since y � y = ��=A and A < 0.

Next, we need to prove that V (y) is continuously di¤erentiable, and that the function ��(y)

given in Proposition 2 is solution to the problem (A.1).

Proof that V (y) is continuously di¤erentiable. The function V (y) is continuously di¤er-

entiable over [0; y); (y; y) and (y;1) with

@V (y)

@y
=

8>>>>>><>>>>>>:

r

�y

�
y

y

� r
��1

Z
�
y
�

for y < y

@Z (y)

@y
for y 2

�
y; y
�

0 for y > y.

(A.5)

We �rst check that the function V (y) is continuous at y and y:

lim
y!y;y<y

V (y) = Z
�
y
�
=
�2
�
nr (� � 
 � d�) + d�r + 
n2r � 
r + � (
 � �)

�
r (r � 2�) (� � d�+ 
n)2

= lim
y!y;y>y

V (y) ,

and

lim
y!y;y<y

V (y) = Z (y) =
�2 (B � 
)

2r (� � d�+ 
n)2
= lim
y!y;y>y

V (y) .

Therefore V (y) is continuous at y and y. We now verify that @V (y) =@y is continuous at y and y:

lim
y!y;y<y

@V (y)

@y
=
rZ
�
y
�

�y
=
@Z
�
y
�

@y
= � = lim

y!y;y>y
@V (y)

@y
,

implying that @V (y) =@y is continuous at y. Since limy!y;y<y @V (y) =@y = 0, @V (y) =@y is con-

tinuous at y. Thus the function V (y) is continuously di¤erentiable.

Proof that ��(y) given in Proposition 2 is a solution to the problem (A.1). For

y � y (A.1) admits an interior solution. The �rst-order condition is given by (A.2). Substituting

@V (y)=@y from (A.5) into (A.2) yields ��(y) given in Proposition 2. For y < y problem (A.1)

admits the corner solution ��(y) = 0. It can be easily checked that the function V (y) given in

(A.3) satis�es the di¤erential equation obtained after substituting (A.2) into (A.1).
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Appendix B. Proof of Corollary 2

The stationary levels of total wealth in the economy are given by

_y = �y � n��(y) = 0. (B.1)

(B.1) admits two positive roots, byss and eyss, with
byss = n (��B)

An+ � (� � d�+ 
n) ,

and eyss given in Corollary 2. For all y 2 (0; byss) we have _y = �y � n��(y) > 0, while for all

y 2 (byss; eyss) we have _y = �y � n��(y) < 0. Hence, ��(y) induces a trajectory of total wealth

that converges asymptotically to byss for any y0 2 (0; eyss). The steady-state level of total crime
associated to byss is bXss. For all y > eyss, we have _y = �y � n��(y) > 0. Therefore, starting from
any y0 > eyss, total crime remains at eXss at any t 2 [0;1).
Appendix C. Proof of Lemma 1

As to (i), we have

@y

@n
=
�
n
r
h
(� � d�)2 + 
 [� (n� 1)� d� (n+ 1) + 
 (n+ 2)]

i
+ 2
� (� � 
)

o
� (r � 2�) (� � d�+ 
n)3

.

The denominator of @y=@n is negative since r < br < 2� and � > d�. The numerator of @y=@n is
positive since 
 (n+ 2) > d� (n+ 1) by Assumption A3.

As to (ii), we have

@y

@n
=
�
h
(� � d�)2 + �
 (n� 1) + 
 [
 (n+ 2)� d� (n+ 1)]

i
� (� � d�+ 
n)3

.

The denominator of @y=@n is positive since � > d�. The numerator of @y=@n is positive as well

since 
 (n+ 2) > d� (n+ 1) by Assumption A3.

As to (iii), we have

@2(n��)

@y@n
=
(r � 2�)

�
�2 + 2d2�2 + � [(2n+ 1) 
 � 3d�] + 
 [2n (n+ 1) 
 � (4n+ 1) d�]

	
[� + 
 + 2d� (n� 1)� 2�n� 2
n (n� 1)]2

.

The denominator of @2(n��)=@y@n is positive. The numerator of @2(n��)=@y@n is negative since

r < br < 2� and the expression between curly brackets is positive. To see this, observe that

(2n+ 1) 
 � 3d� > 0 and 2n (n+ 1) 
 � (4n+ 1) d� > 0 by Assumption A3.
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Appendix D. Proof of Lemma 2

Take y = y
��
n1
. The expression n2 ��jn2 � n1 �

�jn1 is linear in r. Let er be the value of r solving
n2 �

�jn2 = n1 �
�jn1 . It can be checked that er > 0 and that n2 ��jn2 � n1 ��jn1 is increasing in r.

We can then conclude that n2 ��jn2 � n1 �
�jn1 � (<)0 for r � (<)er.

Appendix E. Proof of Lemma 4

It can be checked that the denominator of @ bXss=@n is positive, and that the numerator of @ bXss=@n
is quadratic in r, with the coe¢ cient of r2 being equal to

� = �n2 (� � d�+ 
n)
n
(� � d�)2 + �
 (n� 1) + 
 [(n+ 2) 
 � d� (n+ 1)]

o
.

� is positive by Assumption A3 and the fact that � > d�. Hence, @ bXss=@n < (>)0 for r 2 (=2

) (r1; r2), where r1 and r2 are the roots of @ bXss=@n, with r1 < r2. It can also be checked that

r2 > br and that r1 can be either positive or negative (or nil), with r1 < br. We can then conclude
that @ bXss=@n < (>)0 for r > (<)r1 and that @ bXss=@n = 0 for r = r1.
Appendix F. Proof of Lemma 5

As to (i), we have

@y

@d
=
�� fr f(n+ 1) [� + 
 (n� 2)]� d� (n� 1)g+ 2� (
 � �)g

� (r � 2�) (� � d�+ 
n)3
.

The denominator of @y=@d is negative. The numerator of @y=@d is increasing in r given that

the coe¢ cient of r, (n+ 1) [� + 
 (n� 2)] � d� (n� 1), is positive. To see this, take n = 2: the

coe¢ cient of r becomes 3� � d�, which is positive given that � > d�. For n � 3, we have

(n+ 1) (n� 2) 
 > d� (n� 1) by Assumption A3. The numerator of @y=@d is nil at r = r, with

r =
2� (� � 
)

(n� 1) [� + 
 (n� 2)]� d� (n� 1) .

It can be checked that r > br. We have
sign

�
r � � (� � 
)

d�� 
 + n [� � d�+ 
 (n� 1)]

�
= sign f�g ,

with

� =
(n� 1) (� � d�+ 
n)

[� + d�+ 
 (n2 � n� 2) + n (� � d�)] [d�+ 
 (n2 � n� 1) + n (� � d�)] .
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The numerator of � is positive. The denominator of � is also positive given that the two terms

between square brackets are positive for n � 2. It follows that r > br, which implies that r < r

and consequently that the numerator of @y=@d is negative. Given that the denominator of @y=@n

is also negative, we have @y=@d > 0.

As to (ii), we have

@y

@d
=
�� f(n+ 1) [� + 
 (n� 2)]� d� (n� 1)g

� (� � d�+ 
n)3
.

The denominator of @y=@d is positive. The numerator is also positive, as proven in (i). Therefore,

@y=@d > 0.

As to (iii), we have

@2(n��)

@y@d
=

�n (r � 2�) (� � 
)
[� + 
 + 2d� (n� 1)� 2�n� 2
n (n� 1)]2

,

which is clearly negative since r < 2� and � > 
.

Appendix G. Proof of Lemma 7

The proof of (i) follows directly from Lemma 5.

As to (ii), a priori, there are two cases to consider, depending on the order relationship betweenbyssjd2 and eyssjd1 . In the former, �y crosses n��jd2 below n��jd1 and, consequently, eyssjd1 > byssjd2 ,
while in the latter �y crosses n��jd2 above n�

�jd1 and, consequently, eyssjd1 < byssjd2 . We are going
to show that only the case in which eyssjd1 > byssjd2 is admissible. This case is depicted in Figure 5.

We have byssjd2 � eyssjd1 = n��

�
,

where

� =
nr (�� + 
 + d2�)� r (
 � d2�)� r
n2 � � (� � 
)

(� � d2�+ 
n) [n (d2�r � �r + 2
�) + � (� + 
 � 2d2�)� 
rn2]
� 1

� � d1�+ 
n
.

Moreover,

@�

@r
=
�� [
 (n+ 1)� d2�] f(2n� 1)� � 2 (n� 1) d2�+ 
 [2n (n� 1)� 1]g
(� � d2�+ 
n) [nr (� � d2�)� � (� + 
 � 2d2�) + 
n (nr � 2�)]2

.

The denominator of @�=@r is positive. The numerator of @�=@r is negative since 
 (n+ 1) > d2� by

Assumption A3, (2n� 1) > 2 (n� 1), and 2n (n� 1) > 1. It follows that @�=@r < 0. Furthermore,

� = 0 at

r =
�f��fd1(
��)+d2[3�+
(1+4n)]g+2d22�2+2
(n+1)(�+
n)g

��fd1f
�n[�+
(n�1)]g+d2(n+1)(�+
n)g+d2�2[d1+n(d2�d1)]+
(n+1)(�+
n)
,

25

 
Documents de travail du Centre d'Economie de la Sorbonne 2022.06



and � has a vertical asymptote, given by

r1 =
� [� + 
 + 2 (
n� d2�)]
n (� � d2�+ 
n)

,

such that � < 0 for r < r1 and � > 0 for r 2
�
r1; r

�
and � � 0 for r � r. To see this, we have

sign f�jr=0g = �sign f	g ,

where

	 =
�
d1� (� � 
) + 
 (2� � d2�) + � (2
n� 3d2�) + 2
2n

�
+ 2 (
n� d2�)2 .

By Assumption A3, 2
n > 3d2� implying that 	 > 0 and that �jr=0 < 0. It can be checked that

limr!r1;r<r1 = �1 and limr!r1;r>r1 = 1. The fact that � > 0 for r 2
�
r1; r

�
and that � � 0

for r � r are derived from @�=@r < 0.

Next, we prove that r > 2� > br. We have�
r � 2�

���

=�

= � 2�� (n� 1) (d1 � d2)
d1� (n� 1) + � (n+ 1)� nd2�

,

which is positive since (n + 1) > n implies that � (n+ 1) � nd2�. It can be checked that r is

decreasing in 
, therefore r > 2� > br.
By direct inspection, we can see immediately that r1 � br. Hence, � < 0.

Appendix H. Proof of Proposition 7

We have
@g�(t)

@�

����
t=0

=
1

1� n +
n�

y0�
2 ,

where

� =
�r

� � d�+ 
n +
y0�

2 (� � 
)� �r (n� 1)2

(n� 1) f�2d� (n� 1) + � (2n� 1) + 
 [2n (n� 1)� 1]g .

It can be checked that the denominator of @g�(t)=@�jt=0 is positive and that the numerator of

@g�(t)=@�jt=0 is decreasing in r (in the admissible parameter range) and nil at by0, with
by0 = �nr f�
 + d�+ n [� � d�+ 
 (n� 1)]g

�2 (� + 
 � 2d�+ 2
n) (� � d�+ 
n)
,

which converges to 0 as r ! 0. Since

lim
r!0

y =
� (� � 
)

2� (� � d�+ 
n)2
> 0,

then limr!0(y � by0) > 0 implying that @g�(t)=@� < 0 for t and r su¢ ciently small.
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