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Abstract: In a world the more and more affected by sudden, unpredictable natural and/or industrial
disasters, with few or without warning signs, it is essential to understand, analyze and control
population behaviors during such events.
Our objective is to model and investigate the actions that can be deployed by operational staff during
catastrophic events in order to optimize risk management, reduce panic and save lives. For this purpose,
we propose and solve an optimal control problem by using Pontryagin’s Maximum Principle. Finally,
we determine the best control strategy in the realistic scenario of a tsunami on the French Riviera.
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1. Introduction

The last decades have been affected by a sharp increase in the number of disasters. Today,
studies focusing on disaster management have made possible to put in place many tools that help to
better manage crises. Therefore, small but encouraging improvements reducing the damages (human,
material and environmental) associated with disasters can be seen. Nevertheless, there is still a
significant ignorance about the human behaviors when faced with catastrophic events.

Over the past years, numerous studies have been conducted on crowd dynamics and flows. Several
mathematical models characterizing crowd movements have been proposed with different approaches
and at different scales: from social force models [4, 28], to granular ones [15], from cellular automata
models [14, 21] to macroscopic ones [9, 27]. However, these models do not take into account the
different crowd behaviors or at most only panic reactions are considered. Moreover, they do not
take into account the fact that a person can change his emotional state and therefore his behavior
with time. Starting from 2014 few works exploiting the epidemic models framework to model the
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propagation of emotions in a population have appeared in literature. First of all, in 2014 and 2015
the Panic-Control-Reflex (PCR) model, based on cognitive sciences and mathematical modeling of
infectious diseases, has been proposed to describe the dynamics of the different human behaviors
during catastrophic events [3, 18, 24]. Another example concerns a SIRLS (Susceptible-Infected-
Recovered-Latent-Susceptible) model developed for the propagation and control of panic emotions
in a human population during emergencies [26]. Both the approaches highlight the importance of
taking into account the phenomenon of emotion contagion in the modeling populations in disaster
situations. However, the first one [3, 18, 24] does not focus only on panic, but it presents an accurate
analysis and classification of the behaviors depending on the different brain regions that are activated
and the different behavioral transitions. In this paper, we consider the Alert-Panic-Control (APC)
model proposed and exploited in [11, 12, 23, 25] that categorizes the different behaviors according to
the emotional charge and its regulation.

In particular, here we propose an optimal control problem for the APC model. According to [20],
several measures can be deployed by institutional staff in order to improve the resilience of populations.
Here, we take into account the main three actions that decision-makers can take, that is population
training, on site rescuers actions and institutional information. By solving the optimal control problem,
we will infer which is the best strategy (or the combination of strategies) in order to control the panic
development and the number of deaths during a catastrophic event. This work is one of the results of
an interdisciplinary collaboration of mathematicians, geographers, psychologists, computer scientists,
operational staff and stakeholders in risk management, within the ANR research project Com2SiCa
(https://www.com2sica.cnrs.fr/).

The paper is organized as follows. In section 2, we present the APC model, a model proposed
[11, 12, 25] to describe the dynamics of different human behaviors during a disasters. In section 3,
we propose three different controls and we set up an optimal control problem. Then, we prove the
existence of an optimal control and we characterize it by using Pontryagin’s Maximum Principle [22].
Finally, in section 4, we present the numerical results about the best control strategy in the scenario
of a sudden, unexpected, without warning signs event such as a tsunami on the beach on the French
riviera.

2. The APC model

In this section we briefly recall the Alert-Panic-Control (APC) model proposed in [11, 12, 25]. The
APC model is a compartmental model inspired by the classical epidemic models such as the SIR
(Susceptible-Infected-Recovered) one [10]. This model describes the temporal dynamics of several
behavioral reactions during catastrophic events. Indeed, during a disaster, the concerned population
exhibits many different behaviors [5, 6, 17, 18]. According to the intensity of the emotional charge and
the emotional regulation of this charge, the different observed behaviors have been grouped into 3 main
classes: Alert, Panic and Control behaviors.

Therefore, the state variables of the APC model are the following:

• the density of individuals in an alert state a(t). This class of behaviors corresponds to all the
behaviors such as the search for information, the identification of the danger etc. At the onset of
the event all the people pass through a state of alert. The state of alert is characterized by a low
emotional charge and a strong emotional regulation.
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• the density of individuals in panic behaviors p(t). They correspond to all the behaviors with a
high emotional charge that can be barely regulated, such as, for example, panic flight, freeze,
trampling, pushing, etc. Collective panic is worried by operational actors since it can lead to
potential high-risk situations. It can resolve spontaneously but sometimes an energetic external
intervention is needed so that the panicked population regain a state of calm.
• the density of individuals exhibiting control behaviors c(t). Control behaviors, such as evacuation,

mutual aid, search for help, etc., correspond to a strong emotional regulation of the emotional
load, that can be more or less intense. The duration of the controlled behavior varies from a few
minutes to several hours, depending on the intervention of the institutional and emergency actors.

Figure 1. Transfer diagram for the APC (Alert, Panic and Control) model. The intrinsic
transitions are represented in solid lines, while the imitation ones in dashed lines.

In addition, we note q(t) the density of individuals in the everyday behaviors before the event. and
with b(t) the density of population exhibiting behaviors of everyday life after the disaster. Finally, we
note d(t) the density of individuals who lose their lives during the disaster.

The APC model scheme is represented in Figure 1 and the mathematical equations are the following:

ȧ(t) = γ(t)q(t)− (B1 +B2 +Da)a(t)−F(a(t),c(t))a(t)c(t)−G(a(t), p(t))a(t)p(t)

+B3c(t)+B4 p(t),

ṗ(t) = B2a(t)+C2c(t)− (B4 +C1 +Dp)p(t)+G(a(t), p(t))a(t)p(t)−H(c(t), p(t))c(t)p(t),

ċ(t) = B1a(t)+C1 p(t)− (B3 +C2 +Dc)c(t)+F(a(t),c(t))a(t)c(t)

+H(c(t), p(t))c(t)p(t)−ϕ(t)c(t),

q̇(t) =−γ(t)q(t),

ḃ(t) = ϕ(t)c(t),

ḋ(t) = Daa(t)+Dcc(t)+Dp p(t). (2.1)

During a catastrophe, human beings do not adopt the same behavior during the all event but
sequences of different reactions can be observed [5]. The transitions from one behavior to another in the
model are of two types: intrinsic transitions and imitation-induced ones. Each individual experiences
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a behavioral evolution of his own. Typically, a state of alert is adopted as soon as the event occurs,
then people adopt a panic behavior or a controlled one, depending on their past experiences and risk
culture. The course of events can induce sometimes a momentary return to the alert state. These
intrinsic transitions are modeled in the equations by linear terms and are represented in solid lines
in Figure 1. Moreover, imitation or social comparison are important factors in behavioral changes
processes, especially in dense populations, except for the alert behaviors that are not imitable [8]. To
model the imitation phenomena, the dominant mass principle is used. Indeed, when populations with
different behaviors meet, depending on the ratio among the populations, imitation transitions can take
place. Therefore, these transitions are modeled by the following nonlinear functions:

F(a, c) = αξ

(
c

a+ ε

)
, G(a, p) = βξ

(
p

a+ ε

)
, H(c, p) =−Hc→p(c, p)+Hp→c(c, p),

with

Hc→p(c, p) = γ1ξ

(
p

c+ ε

)
, Hp→c(c, p) = γ2ξ

(
c

p+ ε

)
,

and

ξ (w) =
w2

1+w2 w ∈ R

and ε << 1. Function ξ takes into account the fact that people have a tendency to imitate the most
numerous behavior.

At the beginning all the population is supposed to be in a daily behavior q. Then, after the
triggering of the catastrophe (represented here by a function γ), people pass through an alert state,
before adopting, by an intrinsic reaction or an imitation process, a panic or a control behavior. Da,
Dp and Dc are the mortality rates of the three main populations, respectively. Finally, a back to daily
behavior can be achieved only being in a controlled behavior and only after a certain time. This
transition is modeled by the function ϕ . For example, if we consider the impact zone in the case of
unexpected disaster, functions γ and ϕ could be the following:

γ(t) = ζ (t,1,3) and ϕ(t) = ζ (t,40,70), (2.2)

with ζ defined as:

ζ (t,τ0,τ1) =


0 si t < τ0
1
2
− 1

2
cos
(

t− τ0

τ1− τ0
π

)
si τ0 ≤ t ≤ τ1

1 si t > τ1.

The choice of τ0 = 1 and τ1 = 3 for function γ means that we suppose that the population starts to be
alerted at t = 1 minute and at t = 3 minutes the majority of the people has been impacted by the event
and quitted their daily behavior. Furthermore, about the parameters in function ϕ , the choice τ0 = 40
means that pseudo-daily behaviors can be achieved only after 40 minutes from the onset of the event.

Remark 1. It is easy to notice that one equation is a linear combination of the other equations of the
model. Indeed

∀ t ≥ t0, ȧ(t)+ ṗ(t)+ ċ(t)+ q̇(t)+ ḃ(t)+ ḋ(t) = 0,

so we can consider a reduced model consisting only in five equations in terms of the state variables
x = [a, p,c,q,d]T .
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Since at the beginning all the population is supposed to be in a daily behavior q, we consider the
following initial conditions:

x0 = (0,0,0,1,0)T . (2.3)

Finally, all the model parameters can be represented by the following vector:

θ = (B1,B2,B3,B4,C1,C2,Da,Dc,Dp,α,β ,γ1,γ2) ∈Θ = (R∗+)
6× (R+)

7

The definition of the parameters and the functions of the APC model are summarized in Tables 2
and 3 in the Appendix, respectively.

3. The APC model for optimal control

In this section we are interested in controls that could reduce the phenomenon of panic and limit the
number of deaths during a catastrophic events. The following three controls are taken into account:

1. u1 represents the effect of the training and the experience of the population. This control acts on
the intrinsic transition between alert and controlled behaviors, i.e. on the parameter B1. Therefore,
we consider B1+u1 instead of B1 in system (2.1). Since B1+u1 is a transition rate, u1 is supposed
to vary from 0 to 1.

2. u2 represents the effects of the actions of operational staff who are present and who intervene in
the disaster impact zone. They have a calming effect throughout the event. This control favours
imitation in the alert to control direction and in the panic to control direction. Therefore, this
control acts in the same way on both transitions, that is on the imitation functions F and H. In
particular, it acts on the parameter α to force the passage from alert to control. Thus, one will
have α + u2 in the controlled system. Moreover, u2 also acts on the parameter γ2 to force the
passage from panic to control. Thus, γ2 is substituted by γ2 +u2 in the controlled system.

3. u3 reflects the effect of institutional information transmitted during the event, such as the
transmission of a message or the triggering of a siren. This control can be taken into account
in the mathematical model in the following manner. People will not act in the same way to the
information transmitted during the event according to their experience. For example, people who
have been trained on how to react to the arrival of a tsunami will adopt appropriate reactions when
they hear the specific sound of the siren for this type of event. Thus, control u3 partially acts on
the intrinsic transition between Alert-Control and we have B1 +u1 +ρu3 ∈ [0,1] where ρ ∈]0;1[.
Moreover, u3 favors imitation in the alert to control and panic to control directions, acting on
parameters α and γ2.

Thus, the controlled system reads as:

ȧ(t) = γ(t)q− (B1 +u1 +ρu3 +B2 +Da)a(t)+B3 c(t)+B4 p(t)

− F̃(a(t),c(t),u2,u3)a(t)c(t)−G(a(t), p(t))a(t) p(t),

ṗ(t) = B2a(t)+C2c(t)− (B4 +C1 +Dp) p(t)+G(a(t), p(t))a(t)p(t)

− H̃(c(t), p(t),u2,u3)c(t) p(t), (3.1)
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ċ(t) = (B1 +u1 +ρu3)a(t)+C1 p(t)− (B3 +C2 +Dc)c(t)

+ F̃(a(t),c(t),u2,u3)a(t)c(t)+ H̃(c(t), p(t),u2,u3)c(t)p(t)−ϕ(t)c(t),

q̇(t) =−γ(t)q(t),

ḋ(t) = Daa(t)+Dcc(t)+Dp p(t). (3.2)

Functions F and H defined in system (2.1) become
F̃(a, c) = (α +u2 +u3)×ξ

(
c

a+ ε

)

H̃(c, p) =−γ1×ξ

(
p

c+ ε

)
+(γ2 +u2 +u3)×ξ

(
c

p+ ε

)
.

(3.3)

3.1. Existence and uniqueness of the control problem solution

In this section, we show that the Cauchy problem associated with system (3.1) is well posed.
Hereinafter, we exploit the following notations:

UT = {(u1,u2,u3) | ui piecewice continuous function,
ai ≤ ui(t)≤ bi, i = 1,2,3,∀ t ∈ [0,T ]}, (3.4)

is the set of admissible controls, where ai and bi are constants in [0,1], I = [0,T ], V = [0,1]5, x =
(a, p,c,q,d)T ∈V , u = (u1, u2, u3) ∈UT . Therefore, system (3.1) can be rewritten as:

ẋ(t) = f (t,x(t),u(t)), x(t0) = x0, t ∈ I, x ∈V and u ∈UT . (3.5)

Remark 2. UT ⊂L ∞
loc(I;R3

+), since the controls we have chosen are piecewise continuous functions
on I.

Proposition 3. For any θ ∈ Θ and for any control u ∈ UT , the Cauchy problem associated to (3.1)
admits a unique solution.

Proof. The application of Cauchy-Lipschitz Theorem [16] gives directly the existence and uniqueness
of a solution of (3.1) with the initial conditions (2.3). �

Proposition 4. For any control u ∈ UT , for any θ ∈ Θ and for any initial condition with positive or
zero components, the components of the solution of system (3.1) are non negative.

Proposition 5. Let us consider the compact set

K =
{
(a, p, c, q, d) ∈ (R+)5| a+ p+ c+q+d ≤ 1

}
.

Then, for any control u∈UT and for any parameter set θ ∈Θ, the compact set K is positively invariant
for the flow induced by system (3.1) with the initial conditions x0 = ( 0, 0, 0, 1, 0).
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Proof. Let θ ∈ Θ and u ∈UT . Let us note xu the solution of system (3.1) with the initial condition x0.
Then, for t ≥ 0, the components of xu satisfy:

ȧ(t)+ ṗ(t)+ ċ(t)+ q̇(t)+ ḋ(t) =−ϕ(t)c(t)≤ 0.

It yields that

a(t)+ p(t)+ c(t)+q(t)+d(t)≤ a0 + p0 + c0 +q0 +d0,

that is
a(t)+ p(t)+ c(t)+q(t)+d(t)≤ 1.

�

3.2. Existence and characterization of the optimal control problem

Our aim is to study an optimal control problem for system (3.1), by exploiting Pontryagin’s
maximum principle [22]. For this purpose, we define the following objective (cost) functional

J(u1,u2,u3) =
∫ T

0
Φ(u1,u2,u3)dt, (3.6)

with
Φ(u1,u2,u3) =Cp p+Cdd +A1u2

1 +A2u2
2 +A3u2

3. (3.7)

The two first terms in (3.6) represent the benefit of panic and deceased behaviors. Moreover, A1,
A2 and A3 are positive constants that correspond to the weights that permit to regulate the costs of the
controls for the formation, the actions of the rescuers and the external information, respectively.

Our objective is to reduce the panic phenomenon and limit the number of deaths, minimizing at the
same time the cost of the controls, therefore we aim to find an optimal control u∗ = (u∗1,u

∗
2,u
∗
3) ∈UT

such that
min

(u1,u2,u3)∈UT
J(u1,u2,u3) = J(u∗1,u

∗
2,u
∗
3). (3.8)

The existence of this optimal control can be obtained by using a theorem by Fleming and Rishel [7]:

Theorem 6. Let us consider the control problem (3.1). There exists an optimal control u∗ =
(u∗1,u

∗
2,u
∗
3) ∈UT such that

min
(u1,u2,u3)∈UT

J(u1,u2,u3) = J(u∗1,u
∗
2,u
∗
3). (3.9)

Proof. In order to obtain the existence of an optimal control, the following conditions (Corollary 4.1,
[7]) must be fulfilled:

1. the set of controls and the corresponding state variables is non empty.
In our case, the existence of solutions of system (3.1) with bounded coefficients given by Theorem
9.2.1 in [13] assure us that this condition is checked.

2. UT is convex and closed.
Our set of admissible controls UT given in (3.4) is convex and closed by definition, so this second
condition is fulfilled.
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3. the right hand side of system (3.1) is bounded by a linear function in the state and control.
In our case, the right hand side of (3.1) satisfies this condition since, as we have seen before, the
state solutions are bounded.

4. Φ(u1,u2,u3) is convex on UT .
In our case, it is simple to notice that the integrand (3.7) of our objective functional is convex on
UT .

5. Φ(u1,u2,u3)≥ c1(|u1|2 + |u2|2 + |u3|2)
β

2 − c2, for some c1 > 0 and β > 1.
For u ∈UT , we have:

|Φ(u1,u2,u3)|=|Cp p+Cdd +A1u2
1 +A2u2

2 +A3u2
3|

≤|Cp p+Cdd|+ |A1u2
1|+ |A2u2

2|+ |A3u2
3|

≤|Cp p+Cdd|+max(A1,A2,A3)(|u2
1|+ |u2

2|+ |u2
3|)

≤M+M(|u2
1|+ |u2

2|+ |u2
3|),

where M = max
{

Cp +Cd,max(A1,A2,A3)
}

Since the solution of (3.1) is bounded and

|u2
1|+ |u2

2|+ |u2
3| ≤ 3,

then

|Φ(u)| ≤ 4M ≤ 4M+3− (|u1|2 + |u2|2 + |u3|2)≤ c2− c1(|u1|2 + |u2|2 + |u3|2)
β

2 ,

where c1 = 1, c2 = 4M+3 and β = 2. Thus, this fifth condition is satisfied.

�

Once established that an optimal control exists, for minimizing the functional (3.6) subject to
equations (3.1), Pontryagin’s maximum principle [22] is exploited to derive necessary conditions for
the determination of such optimal control.

Theorem 7. Given an optimal control u∗ and solutions of the corresponding state system (3.1), there
exist adjoint variables λ = (λ1,λ2,λ3,λ4,λ5) satisfying:

λ̇1 =(λ1−λ3)
[
B1 +u1 +ρu3

]
+(λ1−λ2)B2 +(λ1−λ5)Da +(λ1−λ3)

[
∂ F̃
∂a

ac+ F̃c
]

+(λ1−λ2)
[

∂G
∂a

ap+Gp
]
,

λ̇2 =(λ2−λ1)B4 +(λ2−λ5)Dp +(λ2−λ3)C1−Cp +(λ1−λ2)
[

∂G
∂ p

pa+Ga
]

+(λ2−λ3)
[

∂ H̃
∂ p

pc+ H̃c
]
,

λ̇3 =(λ3−λ1)B3 +(λ3−λ2)C2 +(λ3−λ5)Dc +λ3ϕ +(λ1−λ3)
[

∂ F̃
∂c

ac+ F̃a
]

(3.10)
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+(λ2−λ3)
[

∂ H̃
∂c

pc+ H̃ p
]
,

λ̇4 =(λ4−λ1)γ,

λ̇5 =−Cd

with the terminal condition λi(T ) = 0 for i = 1, . . . ,5 and with the dependencies of the different
variables and functions being omitted to lighten notations.
Furthermore, the optimal controls u1,u2 and u3 are represented by:

u1 =max
{

0,min
{

b1
θ
,
(

λ1−λ3
2A1

)
a
}}

, with b1
θ = 1−B1,

u2 =max
{

0,min
{

b2
θ
,
(

λ1−λ3
2A2

)
∂ F̃
∂u2
×ac+

(
λ2−λ3

2A2

)
∂ H̃
∂u2
× pc

}}
, with b2

θ = 1−max(α,γ2),

u3 =max
{

0,min
{

b3
θ
,
(

λ1−λ3
2A3

)
×ρa+

(
λ1−λ3

2A3

)
∂ F̃
∂u3
×ac+

(
λ2−λ3

2A3

)
∂ H̃
∂u3
× pc

}}
, with

(3.11)

b3
θ = min

{
b2

θ
−u2,

b1
θ
−u1
ρ

}
Proof. The form of the adjoint system and the terminal conditions follow from the application of
Pontryagin’s maximum principle [22].
In our case the Lagrangian L has the following form:

L (t,x,u,λ ) = λ1(t)ȧ(t)+λ2(t)ṗ(t)+λ3(t)ċ(t)+λ4(t)q̇(t)+λ5(t)ḋ(t)+Cp p(t)+Cdd(t)

+A1u1(t)2 +A2u2(t)2 +A3u3(t)2

Therefore, the adjoint system (3.10) is deduced by differentiating the Lagrangian L with respect to
states:

λ̇1 =−
∂L

∂a
, λ̇2 =−

∂L

∂c
, λ3 =−

∂L

∂ p
, λ̇4 =−

∂L

∂q
, λ̇5 =−

∂L

∂d
.

To obtain the optimal control, we also differentiate the Lagrangian L with respect to u = (u1,u2,u3)

and set it equal to zero. Then we project the solution into UT , taking into account that the system
parameters are transfer rates so they vary between 0 and 1. �

4. Numerical results

In order to determine u∗, we start from a null control and we solve the state system (3.1). With the
obtained solution, the adjoint system (3.10) is solved. Then, by exploiting the solutions of the state and
adjoint systems, the control (3.11) is updated and compared with its previous value. We reiterate the
algorithm until the norm of the difference of the two controls is as small as desired and convergence is
achieved.
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In the following, we will simulate a population concerned by a tsunami-type disaster on the beach
of the city of Nice (France) [19]. A tsunami is supposed to be a sudden and unexpected event, without
warning signs [1]. We model these hazard properties by choosing functions γ and ϕ as in (2.2).
Therefore, the population starts to be alerted at t = 1 minute and at t = 3 minutes the majority of
the people has been impacted by the event and left the compartment of daily behavior.

We consider two cases of population density: a dense or a sparse population, in order to take
into account the different tourist pressures on mediterranean littoral (the beach is mainly populated in
summer). According to [11,12], in the case of a sparse population, the intrinsic transitions are the most
important ones and the coefficients of the imitation functions are chosen less than 0.5. On the contrary,
for a dense population the coefficients of the imitation functions are greater than 0.5, since imitation
processes are the most important ones. In both cases, we suppose a low risk culture population, that is,
the most significant intrinsic transitions are the ones towards panic (B2 > B1 and C2 >C1).

To each scenario we can relate a set of parameters of the APC system of the form:

θ = (B1,B2,B3,B4,C1,C2,Da,Dc,Dp,α,β ,γ1,γ2,ρ) ∈Θ = (R∗+)
6× (R+)

7×]0,1].

In this paper, we answer the following question: For a given scenario, which is the best strategy
(management and/or prevention) to reduce panic and limit deaths?

As we have seen in the definition of the cost function

J =
∫ T

0

[
Cp p(t)+Cdd(t)+A1u2

1 +A2u2
2 +A3u2

3
]

dt, (4.1)

to each control (u1,u2 and u3) corresponds a weight that we have noted A1, A2, and A3, respectively.
For each scenario, a combination of these weights (ex: A1 = 0.01,A2 = 0.01,A3 = 1) defines a strategy,
that is which are the most important factors in the cost function J. For modeling the different strategies,
the following binary system is adopted: for i = 1,2,3, we set

• Ai = 0.01 if the control ui is supposed cheap (thus, the strategy mainly aims to increase efforts on
control ui),
• Ai = 1 if the control ui is supposed expensive. In this case, the strategy would aim to make the

least possible effort on control ui.

We recall that u1 is the control concerning the formation of the population, u2 the one corresponding
to the actions of operational staff on the scene of the disaster, and u3 the control taking into account
communications. Thus, a management strategy mainly involving on site rescuers corresponds to the
following triplet (A1 = 1, A2 = 0.01, A3 = 1), a prevention strategy mainly based on the education of
the population corresponds to the triplet (A1 = 0.01, A2 = 1, A3 = 1) and a prevention strategy mainly
based on communication corresponds to the triplet (A1 = 1, A2 = 1, A3 = 0.01). For both the scenarios
(sparse or dense population), we test the eight strategies in Table 1.

In the series of strategies, the strategy 1 will not be taken into account in determining the best
strategy. It consists in a test strategy that allows us to observe the controls in the unrealistic situation
where all the controls are equally cheap.

Being difficult to define the “costs” of a panic situation and of deaths, in all the simulations we set
the weights Cp and Cd in (4.1) as Cp =Cd = 1, respectively.
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Table 1. The different strategies investigated in the numerical simulations. The choice Ai =
0.01 means that the control u1 is supposed cheap, while for Ai = 1 the control ui is supposed
expensive (i = 1,2,3).

strategy A1 A2 A3

1 10−2 10−2 10−2

2 10−2 10−2 1

3 10−2 1 10−2

4 10−2 1 1

5 1 10−2 10−2

6 1 10−2 1

7 1 1 10−2

8 1 1 1

In order to determine which is the best strategy that reduces panic, we look at the strategy whose
controls give us fewer people in a state of panic and whose objective function value is the smallest. We
note:

I∆p =
∫ T

0
(p(t)− pc(t))dt (4.2)

where pc and p correspond to densities of individuals in a state of panic with and without control,
respectively. This index I∆p allows us to judge the effectiveness of the control: the higher the value of
I∆p is, the more effective the controls will be in reducing panic.

In a similar way we introduce the index that provides the measure of the effectiveness of death
controls:

I∆d =
∫ T

0
(d(t)−dc(t))dt (4.3)

Therefore, for each scenario, the best strategy to reduce panic will correspond to the strategy with the
highest I∆p index and the lowest value of the cost function J defined in (4.1).

Analogously, the best strategy to reduce deaths will correspond to the strategy with the highest I∆d
index and the lowest value of the cost function J.

4.1. Scenario 1: sparse population with a low risk culture

For the scenario of a sparse population with low risk culture, we choose the following set of
parameters:

B1 = 0.1,B2 = 0.11,B3 = 10−3,B4 = 0.001,C1 = 0.1,C2 = 0.2,

Da = Dc = 10−4,Dp = 1.5×10−5,α = β = γ1 = γ2 = 0.2,ρ = 0.5.
(4.4)

According to [11, 12], in the case of a sparse population, since the intrinsic transitions processes are
the most important ones, the coefficients of the imitation functions are chosen between less than 0.5.
Moreover, in order to model low risk culture, that is, most significant intrinsic transitions towards
panic, we suppose B2 > B1 and C2 >C1.
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The numerical simulations of the series of strategies in Table 1 and their results represented in
Figure 2 show that the best strategy for reducing panic and deaths during the disaster is the number 2:
(A1 = 10−2, A2 = 10−2, A3 = 1). Indeed, this strategy is the one with the highest values of I∆p and
I∆d , combined with the lowest value of J. It is interesting to notice that this strategy consists in a mixed
strategy combining management and prevention based on population training. However, if one prefers
a strategy whose efforts are only on a single control at a time (according to Table 1, strategies n. 4, 6
and 7), the best strategy is the number 6 corresponding to the action of on site rescuers. In Figure 2, in
order to have all the indices on the same graph, we had to multiply I∆d by one hundred.

Figure 2. 100× I∆d (blue), I∆p (green) and J (red) for the eight control strategies of Table
1 in the case of a sparse population with low risk culture. The other parameters are set as in
(4.4). The best strategy for reducing panic and deaths is the second one since it is the one
with the highest values of I∆p and I∆p and with the lowest value of J.

In Figure 3 the optimal controls and the time evolution of the density of panic and deaths, with and
without control, are represented. The controlled system exhibits a significant decrease of the density
of panic and deaths with respect to the system without control. Here, only u1 and u2 are different to
zero. Indeed, for strategy number 2, the control u3 is supposed more expensive than the others two (see
Table 1). Moreover, control u1 is active mainly at the beginning of the event, while control u2 lasts till
the population can go back to a daily behavior (see parameters of function ϕ in (2.2)).

4.2. Scenario 2: dense population with a low risk culture

For the scenario of a dense population with low risk culture, we choose the following set of
parameters:

B1 = 0.05,B2 = 0.051,B3 = B4 = 10−3,C1 = 0.05,C2 = 0.01,

Da = Dc = 10−4,Dp = 1.5×10−5,α = β = γ1 = γ2 = 0.7,ρ = 0.5.
(4.5)

In the case of a dense population, the imitation processes are the most important ones [11, 12].
Therefore, here the coefficients of the imitation functions are greater than 0.5. It is worth noting
that we have still the hypotheses B2 > B1 and C2 >C1, since we suppose a low risk culture level.
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(a) (b)

Figure 3. Solutions for the best strategy in the case of a sparse population with low risk
culture: (A1 = 10−2, A2 = 10−2, A3 = 1). (a) Optimal controls u1, u2 and u3. (b) Top:
Density of panic behavior with (solid line) and without control (dashed line). Bottom:
Density of deaths with (solid line) and without control (dashed line).

Figure 4. 100× I∆d (blue), I∆p (green) and J (red) for the eight control strategies in the case
of a dense population with low risk culture. The other parameters are set as in (4.5). The best
strategy for reducing panic and deaths is the second one since it is the one with the highest
values of I∆p and I∆p and with the lowest value of J.

By testing all the strategies of Table 1, we find that in case of a dense population the best strategy
to reduce panic and death (see Figure 4) corresponds once again to the strategy number 2: A1 =
10−2, A2 = 10−2, A3 = 1 combining the action of on site rescuers and population training. Figure
5 shows the optimal controls and the density of panic and deaths with and without control for such
optimal strategy.
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(a) (b)

Figure 5. Solutions for the best strategy in the case of a dense population with low risk
culture: (A1 = 10−2, A2 = 10−2, A3 = 1). (a) Optimal controls u1, u2 and u3. (b) Top:
Density of panic behavior with (solid line) and without control (dashed line). Bottom:
Density of deaths with (solid line) and without control (dashed line).

Moreover, also in this case the best strategy involving one control at a time is the strategy number 6
corresponding to the action of operational staff.

In conclusion, in both cases of sparse and dense populations, the best strategy is the one who
combines population training and on site rescuers actions.

5. Conclusions

In this paper, an optimal control problem for a mathematical model describing the human behavior
in case of a catastrophe is formulated. In particular, three different controls, modeling population
training, on site rescuers actions and institutional information, have been proposed. The existence
and the characterization of an optimal control have been carried out by exploiting the Pontryagin’s
maximum principle. Finally, several numerical simulations have been presented, taking into account
different population scenarios in the case test of a tsunami on the French Riviera. Our results can be
fruitful to improve strategies and methods to manage sudden and unexpected catastrophic events.

With the collaboration of the experts of human behavior and crisis management, we have
identified the main controls that can have an effect on behavioral dynamics, we have thematically
and mathematically defined them, and we have considered on which parameters and transitions they
act. Our global approach (the integration of multidisciplinary and operational knowledge, the new
mathematical modeling of behaviors during a disaster and the detailed and accurate discussion of the
results) goes further with respect to previous works [26]. Our future purpose is to implement an optimal
control problem on a spatial APC model, as [2] did for a network of PCR (Panic-Control-Reflex)
models. This would permit to more deeply investigate the interactions between the spatial context
and decision-makers actions. Moreover, a study of the effect of institutional measures in evacuation
scenarios could be considered.
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Appendix

Tables 2 and 3 sum up the parameters and the functions of the APC model.

Table 2. Parameters of the APC model.

Parameters Notation
Intrinsic evolution from alert to control B1
Intrinsic evolution from alert to panic B2
Intrinsic evolution from control to alert B3
Intrinsic evolution from panic to alert B4
Intrinsic evolution from panic to control C1
Intrinsic evolution from control to panic C2
Mortality rates Da, Dp, Dc
Imitation from alert to control α

Imitation from alert to panic β

Imitation from control to panic γ1
Imitation from panic to control γ2

Table 3. Functions in the APC model.

Functions Notation
Beginning of the catastrophe γ(t)
Leaving from the impact zone ϕ(t)
Imitation functions F, G, H
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