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Abstract  

Conversation entails a tight coordination between the interlocutors in terms of co-representation and 

linguistic alignment (e.g., word choices). In this study we investigated whether people conceptually 

align in a language task with a robot. 24 French native speakers alternated with an artificial partner in 

naming images of objects belonging to different semantic categories (e.g., mammals, clothes…). For 

five out of fifteen categories the robot produced the item’s category instead of the preferred basic-level 

name. Logistic regression models on participants' errors revealed that they adapted to the robot’s 

conceptual choices, and produced more category names over the course of the experiment. This pattern 

was most prominent for the semantic categories for which the robot had used a category name, and 

importantly, it applied to novel items. These results provide strong evidence for conceptual alignment 

affecting word choices, indicating that prototypical concepts can be overwritten in conversation to adapt 

to the interlocutor. 

Keywords: joint action; spoken word production; conceptual alignment; lexical alignment; co-

representation; artificial partner; picture naming 

Introduction 

People engage in interactions daily. When playing or dancing together and when talking to each 

other, individuals transmit and react to relevant information from their partner with the aim of 

making their performance smoother and faster. These ‘joint actions’ are a fundamental part of 

social cognition, as they explain not only how humans’ social bonds are established, but also 

how they mutate depending on the situation and the partner. An intrinsic characteristic of any 

joint action is alignment (Pickering & Garrod, 2007). Activity-partners align their action 

representations at different levels (motor, cognitive) and this is accomplished through 

prediction mechanisms (Sebanz et al., 2006; Sebanz & Knoblich, 2009). That is, prediction of 

others’ actions involves processes engaged in the planning and performance of one’s own 

actions and this is thought to be accomplished by the activation of forward models (imitative 

plans) in the motor system (Pesquita et al., 2018). 

In the context of language, alignment has been described as crucial for successful 

communication (Pickering & Garrod, 2013; Pickering & Garrod, 2006). Accumulated evidence 

has revealed that alignment occurs because speakers prime each other at different levels of 

representation (e.g., lexical, syntactic, etc.). Numerous studies show that speakers mimic a 

number of non-verbal behaviors, including facial expressions (Dimberg et al., 2000), limb 

movements (Kilner et al., 2003), gestures (Bergmann & Kopp, 2012; Louwerse et al., 2012), 

and posture (Shockley et al., 2007), as well as verbal behaviors. For example, people align 

verbally with their interlocutors in terms of accent and speech rate and other phonetic 

dimensions (Giles et al., 1991; Pardo, 2006), sentence structure (Branigan et al., 2000)  and 

word choices (Brennan & Clark, 1996; Garrod & Pickering, 2004). Particularly convincing for 

the notion of alignment, is that speakers even copy atypical lexical responses such as rarely 

used synonyms (e.g., Brennan & Clark, 1996) and infrequent syntactic structures such as 

passives (e.g., Bock, 1986). Findings like these clearly show that linguistic alignment is a 
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powerful communicative mechanism, capable even of overriding more frequent verbal 

behaviors. 

The above work shows that speakers align to the utterances of their partners, even to atypical 

ones. In the present study we wanted to explore linguistic alignment beyond the copying of 

verbal utterances per se and asked whether a speaker’s lexical choices would be affected by the 

alignment with their partner’s conceptual knowledge. That is, whether speakers adopt their 

partner’s conceptual patterns leading to the production of infrequent, yet meaningful lexico-

semantic choices, and whether it generalizes to all lexical items belonging to that conceptual 

category (e.g., saying a category name instead of the object name for all objects of a given 

category). To do so, we adopted a joint-action design.  

Joint action settings in which two people share a linguistic task have been used to study parity 

of lexical representations between speakers and listeners and predictive mechanisms. In 

particular, joint picture-naming tasks have been employed to explore whether lexical 

representations are shared across speakers and used by each speaker to predict the interlocutor’s 

upcoming utterance (e.g., Baus et al., 2014; Gambi et al., 2015). These designs partly reproduce 

the dynamics of turn-taking in conversation by having two participants naming pictures in an 

alternate manner. Most of those studies have focused on the interference and facilitation effects 

observed in participants as a result of naming objects with a partner, compared with performing 

the task individually. For instance, subjects’ naming latencies have been pointed out to be 

slower when participants are made to believe that their partner is concurrently naming the item 

(Gambi et al., 2015). In addition, the cumulative semantic effect (i.e., a slowdown in naming 

latencies after a sequence of semantically-related pictures) previously shown in individual 

naming tasks by Howard et al. (2006), has also been found when dyads of participants 

performed the task in an alternate way, which suggests that speakers use shared lexical 

representations (Kuhlen & Abdel Rahman, 2017).  

In another picture-naming study by Baus et al. (2014), representation was investigated in an 

ERP experiment, with a set up that comprised go (i.e., subject naming the picture), other-go 

(i.e., partner naming the picture) and no-go(nobody naming the picture) trials. In all 

experimental naming conditions, EEG waveforms for high frequency words were compared 

with those for low frequency words (i.e., the frequency effect, Almeida et al., 2007; Navarrete 

et al., 2006; Oldfield & Wingfield, 1965; Strijkers et al., 2010). Authors found comparable ERP 

modulations as a function of the lexical frequency effect independently of who was speaking 

and who was listening, demonstrating that participants predicted the lexical representations of 

their interlocutors. Overall, all those studies are relevant in revealing the appropriateness of 

joint action settings to explore the dynamics of lexical co-representation and predictive 

mechanisms. 

In the current study joint action constituted the method of investigation, while linguistic (lexical 

and conceptual) alignment was the object of investigation. We asked participants to perform a 

picture-naming task together with a social robot — Furhat Robot. We made this methodological 

choice in order to accurately control the dynamics of the human participant and robot’s joint 

performance, and to easily manipulate the robot’s lexical choices. Indeed, we manipulated the 

response of the robot for a regular subset of trials, in which the robot did not give the basic level 

name of the item but its semantic category name instead (e.g., fruit = fruit  instead of pêche = 

peach). As people naturally tend to use the basic level name, a phenomenon known as basic-

level advantage (Rogers & Patterson, 2007), we expected that if co-representation was to take 

place it was to be found in a progressive adaptation to the behavioral patterns of the robot, 

evident by the use of the robot’s conceptual choices.  
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We aimed to show a naming pattern going beyond repetition of the same word in lexical 

alignment and address the capacity of speakers to adapt to the conceptual language space of the 

robot. Indeed, in our experiment robot and participants did not share the same items but the 

semantic category only, so that the use of a misreferred name is to be interpreted as adaptation 

at the conceptual level, especially in the case when a category name is used to items belonging 

to the categories not previously named with the new label by the robot. In short, this would 

mean that interlocutors align conceptually rather than to simple lexical choices. We believe that 

our data can contribute to understanding how conceptual adaptation affects lexical choices, and 

the time dynamics of such conceptually driven alignment.  

Methods 

Participants 

Twenty-four participants (5 men; age: M = 22.25 years, SD = 2.9, range = 18–30 years) 

participated in the study. All participants were right-handed, native speakers of French with 

normal or corrected-to-normal vision. None of the participants reported any neurological 

disorders, psychiatric disorders, or speech/language impairments. They received 10 euros for 

their participation. Given the novelty of our hypothesis, the choice of the sample size was 

considered reasonable on the basis of previous literature on lexical alignment over atypical 

names. In particular, in a series of experiments, Branigan et al. (2011) found that subjects started 

to adopt a misreferred name for pictures previously named with the same atypical name by their 

artificial partner. While their specific research question was centered on belief about their 

partner (whether a human, a computer, or a very sophisticated or unsophisticated machine), 

they were able to find a significant effect of disfavored name prime on the adoption of 

misreferred names in speech using 9 x 2 (name prime) experimental items for a pool of 32 

participants. The proportion of disfavored target responses participants gave when interacting 

with a computer was .06 after a favored name prime and .77 after a disfavored name prime. 

In our experiment, participants were asked to name 225 pictures in total, out of which 75 

belonged to the categories included in the category naming level condition of the robot, and 

150 in the basic naming level condition. The number of data-points we collected for 24 

participants was sufficient to have a considerable effect for our atypical response pattern, 

especially considering that participants and robot never shared the same pictures, but only the 

superordinate semantic category 

Furhat Robot 

In our experiment we used Furhat (https://www.furhatrobotics.com/; Al Moubayed et al., 

2012), a humanoid robot equipped with a sophisticated back-projection system with a 3D-

printed mask which can resemble anyone’s face. In particular, its set up was built to control its 

facial expressions (including eyebrows, mouth, lips) to make its movements smooth and 

natural. The robot can perform two of the main facial gestures judged to be fundamental in 

interactional conversation, namely lip synchronization and gaze direction (Moubayed et al., 

2013).  

The felicitous use of Furhat for a natural joint-activity setting has been demonstrated in a 

number of experiments, where the robot has been employed as partner in both perception and 

production tasks (Moubayed et al., 2013; Rauchbauer Birgit et al., 2019; Skantze, 2016). 

 

https://www.furhatrobotics.com/
https://www.zotero.org/google-docs/?SLUB9g
https://www.zotero.org/google-docs/?SLUB9g


Conceptual alignment with a social robot 

 4 

Materials 

The set of visual stimuli consisted of 450 pictures. 377 of them were taken from the dataset 

MultiPic (Duñabeitia et al., 2018). The remaining 73 pictures were drawn by a professional 

designer who used the MultiPic picture format as a model. Pictures were chosen on the basis of 

the semantic category and word frequency of their corresponding lexical label. 

The set of pictures included 15 semantic categories (e.g., fruits, mammals, clothes…), with 30 

items in each (see Appendix A). Concept typicality (Morrow & Duffy, 2005; Woollams, 2012) 

for each name was assessed via a questionnaire, in which 30 students of Aix-Marseille 

University rated how much each word was representative for the semantic category indicated 

in brackets in a 5-point Likert scale, where 1 corresponded to ‘not at all (representative)’ and 5 

to ‘very much (representative)’. Only items that had a mean of at least 3.0 were selected for the 

main experiment. The same pool of participants carried out another questionnaire on subjective 

frequency, in which they had to evaluate how frequently they encountered a given name in a 5-

point Likert scale, where 1 corresponded to ‘very rarely’ and 5 to ‘very often’.  

Afterwards, the frequency value for each item was extracted from a French word database 

(Lexique, http://www.lexique.org/, New et al., 2001). We averaged the means of the frequency 

values for words contained in books and words contained in film subtitles, to account for both 

spoken and written usage. A median split of the stimuli resulted in a mean frequency value for 

the high frequency items of 72.5 occurrences per million (sd = 108.2, subjective frequency: 

mean = 3.3, sd= 0.8) and a mean frequency value for low frequency items of 5.7 occurrences 

per million (sd = 3.9; subjective frequency: mean 2.3, sd= 0.8). The lexical frequency was taken 

as a measure of the ease in lexical access, in line with previous work in production using picture-

naming (e.g., Baus et al., 2014).  

Half of the items of each semantic category (15 items x 15 semantic categories = 225 items) 

were assigned to the subject’s trials (go trials) and the other half to the robot’s trials (other-go 

trials). In this way, the participant and the robot shared the same semantic categories, while they 

had to name different pictures. In addition, for both go and other-go trials, half of the trials were 

high-frequency items and the other half low-frequency items. Pictures were presented within a 

square, of which the color indicated whether it was the human participant’s or the robot’s turn 

to speak. The assignment of colors (blue and green) to naming condition was counterbalanced 

across participants. 

The robot’s responses were pre-recorded using the synthesized voice of Furhat Robotics and 

time locked to the picture presentation in the experiment. They consisted of 225 productions of 

unique monosyllabic, disyllabic and trisyllabic words of between 200 ms and 1000 ms of 

duration each and were played via the loudspeakers of the robot. We created six sets of 

randomized naming latencies (M= 930 ms, SD=250 ms, range= 500-1600 ms) to mimic the 

intra-individual variability in naming latency observed in human speakers. The numbers were 

calculated after asking 20 students from Aix-Marseille University to name the pictures and 

recording their naming latencies. The robot was programmed to produce the basic-level name 

(e.g., main = hand, castagne = chestnut) for items belonging to 10 semantic categories, and the 

semantic category name (e.g., mammifère = mammal, outil = tool) for items corresponding to 

the remaining five semantic categories. 

Categories and items as well as the robot’s reaction time sets were counterbalanced across six 

lists following a Latin square design in order to avoid item, category, or robot’s naming 

http://www.lexique.org/
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latencies biases. Each list comprised a basic naming condition and a category naming condition, 

as related to the response pattern of the robot. Each participant was exposed to one list. 

Procedure 

At the beginning of the study, participants were introduced to Furhat, and given 5 minutes to 

freely conversate with the robot. After the introduction, participants were told that they would 

complete a joint picture-naming task with the robot, in which they had to name as quickly as 

possible the pictures presented within the square of the color to which they were assigned and 

remain silent for the rest of the trials to let Furhat speak. 

Participant and robot were positioned alongside facing the same computer screen, on which the 

visual stimuli were displayed (see Fig. 1). Each trial started with the presentation of a fixation 

cross (for 500 ms), followed by the picture with the color cue corresponding to go or other-go 

trials (for 3000 ms) and by a white screen (for 500 ms) to separate the trials (see Fig. 2). Every 

90 trials, participants were asked to take a 2-minute pause. 

Verbal responses and naming latencies were recorded for each participant. Response times of 

the robot were pre-set and responses were played during Furhat’s turn via the loudspeakers of 

the robot, and included basic-level names (for the basic naming level condition) and semantic 

category names (for the category naming level condition). 

At the end of the experiment, participants filled out a questionnaire where they rated on 5-point 

Likert scales a) their subjective view on artificial agents as well as their familiarity with 

humanoid robots, b) the quality of the experiment, Furhat’s performance, and their ability to 

coordinate with the robot, c) the physical and social characteristics of Furhat (appearance, facial 

expression, voice, behavior, and sociability). 

 

Fig. 1. Experimental setting.  

Participant and robot are positioned alongside and face the same computer screen, where the pictures are shown.  
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Fig. 2. Example of the timeline of the experiment.  

In the first trial (on the top left), the robot produces the basic-level name of the object (basic condition), and the 

participant in the second trial does the same. In the third trial the robot produces the category name (category 

condition). In the fourth trial the participant uses the category name as well, as the item belongs to the same 

category. This is an example of response suggesting conceptual alignment within category. 

Data analysis 

We performed three types of analysis on the participants’ behavioral responses (go trials): a 

naming latency analysis, an analysis of error rates and an analysis aimed to compare the effect 

of block/order of trials and naming level condition (basic vs category) over two types of 

alternative responses participants used to name the pictures, namely semantic category names 

versus semantically related names. 

Naming latencies and error rates analyses were carried out by fitting Generalized Linear Mixed 

Effects models using the lmr4 package in R (Bates et al., 2015), where frequency (low vs high), 

naming level condition (basic vs category) and block (1 to 4, corresponding to the items named 

in between the two minute pauses) were taken as fixed factors while item and participant were 

taken as random factors. Moreover, we used the quantitative variable ‘order of trials’ within an 

additional analysis of the alternative responses in order to have a more continuous index of 

time. All variables were contrast-coded using the Helmert contrast method, in which each level 

of a factor is contrasted to the mean of the previous ones. This method was implemented for 

the variable ‘block’, as we were able to compare each time point to the average of the previous 

ones. 

Missing responses, hesitations and verbal responses which differed from the target name were 

excluded from the naming latencies analysis (N = 1000). In addition, values that were 2.5 

standard deviations above or below the mean response time for high and low frequency words 

respectively were excluded (N= 117). Naming latencies were log-transformed for a better fit of 

the model.  
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Errors (N = 1000), and alternative responses were processed by fitting logistic regression 

models, more suitable to binary data. From the different types of alternative responses -

excluded from the naming latencies analysis, included in the error rates analysis- we selected 

the two largest groups, namely the semantic category names (e.g., tool for hammer; N = 176) 

and the names belonging to the same semantic category of the target name (e.g., bracelet for 

necklace; N = 218). These response variables were subject to separate analysis. In particular, 

we fitted two models per type of response, as including word frequency, naming level and block 

together would not allow the model to converge. We therefore had a first model including the 

type of alternative response as dependent variable (i.e., category name or semantic-related 

name) with frequency and block as fixed factors, and a second model including naming level 

and block as fixed factors. Similarly, we followed the same procedure using the continuous 

variable ‘order of trials’. Via this procedure we aimed to test whether co-representation was 

mirrored in the response of the participant, in particular by looking at the distribution of the 

semantic category names across time and naming level condition. The semantically related 

names were chosen as a control group since we did not expect an increase in the use of these 

alternative names over the course of the experiment. 

Finally, we performed a series of Spearman’s rank correlations between groups of Likert-scale 

questions and number of category responses. We then took the most representative questions 

per group to see whether lexical entrainment could be explained by certain beliefs about robots 

or whether category responses would be corroborated by stated awareness of one's 

adaptive/predictive behavior. 

Results  

The naming latency results revealed that low frequency words were produced significantly later 

than high frequency words (Mean HF = 1148 ms and SD = 299 ms; Mean LF = 1241 ms and 

SD = 328 ms; b = 0.05144, s.e. = 0.006935, t = 7.418, p < 0.001). Moreover, participants 

responded faster towards the end of the experiment, and in particular in the fourth block as 

compared to the previous blocks (b = -0.03287, s.e. = 0.002135, t = -15.398 p < 0.001). 

However, there was no effect of naming level condition (p = 0.361) nor of any interaction (p > 

0.05), showing that the frequency effect was overall distributed in the same way across both 

conditions. 

The error rates showed a similar frequency effect, with low frequency words eliciting errors 

more often as compared to high frequency words (Prop. HF = 0.1 and SD = 0.3; Prop LF = 0.26 

and SD = 0.4; b = 0.71, s.e. = 0.09, z = 7.36, p < 0.001). However, the model did not reveal any 

effect of the robot's response condition (p = 0.715), nor block (p > 0.05) nor an interaction 

between these (p > 0.05). 

The model exploring category responses across time through the continuous variable ‘order of 

trials’ revealed a significant effect of this variable (b = 0.005634, s.e. = 0.001832, z = 3.076, p 

= 0.002), indicating that participants were more likely to produce category responses towards 

the end of the experiment. A similar finding was reproduced using the variable block (1:4) as 

an indicator of time, where a significant effect of block 4 contrasted to the average of the 

previous ones resulted from the analysis (b = 0.17298, s.e. = 0.06225, z = 2.779, p = 0.005). 

The model revealed that category names were produced more often in the category level 

condition (b = 0.42575, s.e. = 0.10594, z = 4.019, p < 0.001; see Fig. 3 for the effect of naming 

level and block on category responses), and for low frequency items (b = 0.8277, s.e. = 0.1661, 

z = 4.982, p < 0.001). However, we did not find any interaction among the variables (p > 0.05).  



Conceptual alignment with a social robot 

 8 

We followed the same procedure to analyze semantically related names and found an inverse 

effect of the continuous variable order (b = -0.0043196, s.e. = 0.0014741, z = -2.930, p = 0.003) 

and of the variable block (b = -0.12802, s.e. = 0.05838, z = -2.193, p = 0.023), indicating that 

names belonging to the same semantic category of the target were named less often towards the 

end of the experiment (see Fig. 4). In addition, the model revealed the same frequency effect (b 

= 0.61380, s.e. = 0.15304, z = 4.011, p < 0.001), but no effect for naming level condition (p = 

0.212), nor any interaction (p > 0.05).  

From the analysis on the responses of the questionnaire, we found that the number of category 

productions was negatively correlated with familiarity of virtual and physical robots 

(representative question: I am familiar with humanoid robots (virtual or physical); r = -0.445, 

p = 0.029) and imageability (representative question: I can easily imagine to interact with 

robots) = -0.5, p < 0.012), and positively correlated with statement of adaptive prediction 

(representative question: My way of predicting changed over the course of the experiment; r = 

0.57, p = 0.003). In contrast, we did not find any effect related to a stated difficulty of the 

task/experiment (representative question: I found the experiment difficult; r = -0.15, p = 0.341) 

nor to the human-like appearance of Furhat (e.g., Rate how human-like the facial expressions 

are, r = 0.147, p > 0.492). Finally, subjects rated Furhat as very human-like in terms of his 

appearance (79%), his sociability (79%) and his facial expression (58%) but judged as less 

human his voice (42%) and his behavior (33%). 

  

 
Fig. 3: Category responses by block and naming level. 
 

Mean and confidence intervals (95%) for category responses by block (1-4) and naming level (basic vs category).  
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Fig. 4: Semantic-related responses by block and naming level. 
 

Mean and confidence intervals for semantic-related responses by block (1-4)  and naming level (basic vs category) 
 

Discussion 

In this study, we explored whether people align to the conceptual choice patterns of an artificial 

partner in a joint naming task. The robot was programmed to produce the semantic category 

name of objects belonging to 5 semantic categories (category condition), while for the rest of 

the trials it produced the basic level name (basic-level condition). By doing this we were able 

to create an atypical, yet meaningful lexico-semantic choice pattern.  

Our results showed that participants produced more frequently these atypical category names  

instead of the preferred basic-level names when naming pictures belonging to the same 

semantic category as those pictures that were given a category name by the robot. This data 

pattern fits previous demonstrations where through alignment speakers repeat infrequent lexical 

names or structures uttered by a human or computer partner (Bock, 1986; Brennan & Clark, 

1996; Ivanova et al., 2012). Importantly, our results go beyond the direct emulation of an 

atypical lexical label, and show a conceptual alignment modifying an interlocutor’s verbal 

behavior for previously unseen pictures. That is, we observed that the robot’s category response 

(e.g., naming the picture of a hammer as ‘tool’) caused the human interlocutor to utter a category 

name for new images (e.g., naming the previously not seen picture of a ‘nail’ as ‘tool’) . By 

performing fine-grained analyses over the course of the experiment for these category responses 

of the participant, we furthermore observed that this form of conceptual alignment is subject to 

two temporal dynamics: (1) It emerged from the first block, indicating very rapid, possibly 

automatic, adaptation to the robot’s concepts; (2) There was a significant increase in the 

participants’ alignment in the final block, indicating an additive effect of gradual, possibly more 

conscious alignment with the robot’s concepts. The latter is also supported by the ratings 

participants gave at the end of the experiment, where they reported that they were trying to 

predict the robot’s behavior, suggesting that participants were to some extent aware of the 

robot’s lexico-semantic response pattern. 
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Importantly, the current observations of conceptual alignment cannot be accounted for by 

assuming that participants simply strategically updated their type of response nor that they were 

perhaps confused by the robot’s replies of what the actual task was. Indeed, a simple 

explanation to this behavior would be that the category responses given by the participants in 

this experiment are not an index of proper linguistic alignment, but rather that category 

responses were equally valid, and participants gave those responses when they did not know 

the basic level name of a presented object. However, several observations make this alternative 

account improbable: First, as mentioned, the speed with which participants engaged in 

conceptual alignment suggests it also contains an automatic component. Second, the fact that 

the conceptual alignment was most pronounced for those categories where the robot gave a 

category response, suggests that conceptual alignment is contextual. And third, when we 

compare with other alternative responses given by the participants, namely members belonging 

to the same semantic category (semantic errors), we find the reverse pattern. That is, there were 

more semantic errors in the beginning of the experiment compared to the final two blocks, and 

these types of errors were similar for the basic-level and category-level condition. Clearly, if 

our results were merely due to participants’ strategy of giving a category name when uncertainty 

or confusion about the basic level name was high, the prediction would be to see more category 

responses in the first two blocks (where semantic confusion and errors were higher), rather than 

in the last part of the experiment. 

In addition, another intriguing observation was that participants also started giving category 

names which were different from those produced by the robot. Though it was significantly less 

compared to those items which did belong to the same semantic category where the robot gave 

a category label, this generalization behavior of the participants most likely reflects spreading 

activation of conceptual choices. That is, due to the participants adaption to category-level 

lexical concepts, on some occasions this adaptation may spill over to other items (and the more 

conceptual adaption, the higher probability for these spill-over effects, as evidenced in the final 

block). More importantly for our purposes, this generalization behavior is interesting because 

it additionally confirms the interpretation that the current data originate at the conceptual level 

of processing, rather than any other form of alignment or task-dependent strategies.  

In sum, the current results are best understood in the light of the theory of linguistic alignment 

and the link between language production and perception, in terms of how the perception of a 

linguistic behavior modulates cognitive states and affects production (Marsh et al., 2009; 

Pickering & Garrod, 2013). In this manner, our results support the notion that listeners update 

their speech production in line with their partner’s response patterns, and that they do that not 

simply by choosing to repeat the same lexical names, but by adopting the same conceptual word 

knowledge of the interlocutor. The behavioral shift of our participants who started imitating the 

response pattern of their artificial interlocutor can be understood as a way to connect to the 

robot, to bring about the same ‘change in the environment’ as their partner (Sebanz et al., 2006). 

Our results contribute and extend the theory of alignment in that this behavioral shift was 

characterized by a conceptual adaptation of the lexico-semantic patterns of the interlocutor.  
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