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Content from Expressions

The Place of Textuality
in Deep Learning Approaches to Mathematics

Juan Luis Gastaldi

Abstract

Recent years have seen a remarkable development of deep neural net-
work techniques for data analysis, along with their increasing application
in scientific research across different disciplines. The field of mathematics
has not been exempted from this general trend. The present paper pro-
poses a philosophical assessment of the epistemological claims and con-
ditions of such attempts. After a quick survey of recent applications of
neural models to mathematical knowledge, we address the philosophical
significance of those results, focusing on the specific problem of mathemat-
ical textuality and the somewhat surprising circumstance that semantic
aspects of mathematical knowledge can be inferred from pure syntax. We
then analyze the renewed role of distributionalism in neural models and
propose an alternative understanding of its relation to meaning. Finally,
we present an illustration, based on empirical evidence, of how aspects of
arithmetical content such as recursive structure and total order could be
inferred through explicit and interpretable means from the distributional
properties of a natural language corpus.

Keywords Philosophy of Mathematics · Philosophy of Language ·
Machine Learning · Natural Language Processing · Deep Learning ·
Artificial Intelligence · Benford’s Law

1 Introduction

In the last two decades, the field of machine learning has experienced a crit-
ical revolution due to the remarkable development of Deep Neural Network
models (DNNs) together with an ever-increasing availability of digital data.
Much of these developments are driven by the economic interests of the leading
tech companies, who remain the principal actors in a research field where com-
putational infrastructure and data extraction capacity can become prohibitive
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2 Content from Expressions

requirements. As a consequence, the main orientations of the field appear insep-
arable from their application to market products and the increase of economic
value. However, along with this evolution, the past years have also witnessed the
application of the new neural methods to different aspects of scientific research
across the disciplinary spectrum, from natural to social sciences.

Somewhat surprisingly, mathematics has not been the exception to this gen-
eral trend. Indeed, since the mid-2010s, several efforts have been dedicated
to treating different aspects of mathematical knowledge using DNNs of vari-
ous kinds. From a philosophical perspective, these emerging machine learning
approaches to mathematics may very well come as a surprise. For, even more
than in any other scientific area, the application of neural machine learning
models to mathematical knowledge raises critical epistemological questions due
to the formal—i.e., non-empirical—nature generally attributed to mathematics,
which contrasts with the strong empirical position assumed by connectionist
approaches guiding the application of DNNs.

In the current state of the art, it is not possible to determine if current ma-
chine learning methods will end up having a significant impact on future math-
ematical practices. However, or rather because of that, the current situation
represents a most exciting moment in the eyes of the historian and philosopher
of sciences. A moment where established certitudes can and need to be regarded
afresh to assess if they hold still in a context that has suddenly changed.

If such moments are interesting to philosophers, it is also the philosophical
inquiry that becomes interesting, if not altogether indispensable, to critically
characterize the stakes of the new situation and propose novel orientations. The
present paper intends to represent a modest contribution to this critical task.
The new context is that of the regained momentum of the articulation between
empirical approaches, experimental methods, and computational means and its
effects on their joint generalized epistemological claims. As for the certitudes in
question, one of the primary purposes of these pages is to argue that this forces
us to revise our conception of the relation mathematics maintains with its own
textuality.

Our task will be to call attention to what we think is philosophically signif-
icant in the ongoing research on machine learning approaches to mathematics,
proposing a specific way of constructing the problem and suggesting understand-
ing principles through a concrete illustration. Accordingly, the plan of the paper
is as follows. After a brief presentation of neural network models and a quick
survey of recent applications to mathematical knowledge (Section 2), we will
address the philosophical significance of those results, focusing on the specific
question of mathematical textuality and on the somewhat surprising circum-
stance that semantic aspects of mathematical knowledge can be inferred from
pure syntax (Section 3). We will then inquire into the conditions of possibility
of that phenomenon, stressing the renewed role of distributionalism in neural
models (Section 4) and proposing an alternative understanding of the relation of
the latter to meaning (Section 5). Finally, we will present an illustration, based
on empirical evidence, of how aspects of arithmetical content could be inferred
through explicit and interpretable means from strictly distributional properties
of a natural language corpus (Section 6). We will conclude with a summary and
some final remarks.
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2 Deep Mathematics

2.1 Deep Neural Networks

In the past few years, the popularity of Artificial Intelligence (AI) driven by Deep
Learning techniques has become so overwhelming that it is hardly necessary to
present the elementary principles of DNNs. This short introduction is, then,
intended only as a way to sketch the essential features of DNNs minimally
required for the aims of this paper. For a detailed and systematic presentation,
we refer the reader to one of the many available textbooks, such as Goodfellow
et al. (2016) or Brunton and Kutz (2022).

From a bird’s-eye view, artificial neural networks are devices for transforming
vectors. Therefore, their application to any field relies on the possibility of
encoding some information as a vector (i.e., a list of numbers), feeding it into
the device (or the “model”), and retrieving another vector to be decoded as
some other kind of information. The nature of the information is assumed to
be of little significance as long as it can be encoded as a vector and a fairly
extensive set of examples of pairs of input and output vectors is available to
train the model. Indeed, neural network architectures have been proved to be a
universal function approximator (Hornik et al., 1989). Therefore, given enough
examples of input and output vectors, a neural net will approach the function
transforming one into the other, if any.1

In the most classical cases, the internal structure of the model is composed
of a series of transformations, each having a similar configuration: a linear
transformation (i.e., a matrix), a bias (an added vector), and an activation
(non-linear) function. Each one of these complex transformations is called a
“layer”. Hence, when a vector is fed into a layer, it is multiplied by the matrix,
the bias vector is added, and the non-linear function is applied element-wise.
The “deep” character of neural nets is determined by the composition of many
of these layers, so that the output of one layer becomes the input of the next
one until a final output vector is produced.

Finally, the model is trained by iteratively updating the components of the
matrices (or “weights”) and bias vectors of the different layers. This is achieved
by performing a gradient descent on a loss function, that is, on a function that
measures the error between the output vector and the desired vector. Through
an algorithm known as backpropagation, the weights and biases of different lay-
ers are progressively adjusted so that the average error over the set of examples
hopefully converges to some minimum value.

This scheme corresponds to the most elementary neural models. In the past
years, DNNs have become increasingly complex and diversified, from convo-
lutional neural nets, through recurrent neural nets to Transformers, to name
only the most popular architectures. Moreover, the training strategies may also
vary between supervised, unsupervised, self-supervised, or reinforcement learn-
ing. However, unless explicitly mentioned, the details of this wide and evolving

1This does not mean that any task is potentially solvable by means of neural models, as a
significant part of the AI community tends to think. Many problems, maybe most of them,
do not accept to be constructed as a predictive task based on a finite number of supposedly
similar cases expressible in the form of vectors. Problems in politics, law, art, and many other
domains of social life cannot, by their nature, be framed in such terms without transforming,
if not completely erasing that very nature.
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variety of models will not be relevant here. What is important is that all of
those models remain particularly sophisticated cases of the basic scheme just
presented.

2.2 Neural Models for Mathematics

Given the exploratory character of the task in a field that moves with a remark-
able speed, there are multiple ways to apply neural models to mathematical
knowledge. New results are released every month, making it impossible to pro-
vide a complete account of the state of the art. For the purposes of this paper,
it is enough to present what we believe to be the main trends recognizable
among all these works, pointing to a representative example in each case, with
no pretension of exhaustivity.2 We propose to organize such trends broadly into
four categories, determined by whether the research is oriented toward proofs,
objects, skills, or heuristic.

2.2.1 Proof-Oriented

The first group of works follows the line of what can be taken as the pioneering
attempts to apply well-established DNNs to the solution of mathematical tasks,
namely that of Alemi et al. (2016). In this approach, theorems are assumed to
be the key to mathematics. Accordingly, the aim is to train neural models to
find proofs. Ideally, one would train the model on an extensive corpus of existing
proofs, after which one could feed a yet unproved mathematical statement to
the model, which would output a proof, if any. Notice that this is not the same
as building a formal logical framework for automatic theorem proving because
there is no construction of an explicit logical system here. Eventually, one could
imagine that logical systems are just a specific kind of function, even if a partial
one, mapping the domain of statements with that of proofs, and we are asking
the DNN model to approximate such a function.

In practice, however, things are more subtle. Existing research in this di-
rection focuses on specific subtasks identified within the framework of already
existing automated theorem provers (ATP), such as E or Lean. The focus falls
mainly on those tasks which appear as computational bottlenecks, in particular,
premise selection. Other tasks include predicting the importance or the name of
a mathematical statement, the original conjecture for intermediate statements,
the same tactics, goals, and subgoals used by humans, or generating intermedi-
ate statements for given proofs (cf. Kaliszyk et al., 2017; Bansal et al., 2019).

As a representative example of this line of work, we can mention the original
paper of Alemi et al. (2016) on premise selection, that is, “the selection of a
limited number of most relevant facts for proving a new conjecture” (p. 1). The
strategy is to feed both a conjecture and an axiom into the network, process the
input vectors independently through different network architectures producing
intermediate vector representations of different kinds, concatenate those vec-
tors, pass them to a fully connected DNN and output a probability measure
of the usefulness of the axiom for proving the conjecture. The representation

2A more comprehensive account of the state of the art is currently under preparation, to
appear in the projected Handbook of the History and Philosophy of Mathematical Practice
(ed. Bharath Sriraman, Springer Verlag).
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of axioms and conjectures at the input is then that of the first-order logic for-
malization extracted from the Mizar Mathematical Library. The authors tested
two different ways of feeding these texts into the model: character by charac-
ter and word by word (token by token). In the latter case, tokens recognized
as identifiers were mapped onto their already processed definition. Other than
that, the expressions are fed sequentially with no parsing information. For each
conjecture, the model produces a probability distribution over the set of possi-
ble premises. To evaluate the model, the authors count how many conjectures
can be proved from the top-k of their corresponding probability distributions
(for different values of k) using the E automatic prover. They also evaluate the
ranking quality, measuring if relevant premises appear at the top of the rank.
Such measures are then used to compare the different DNNs architectures.

This work sparked a series of other works in the same direction where,
among others, the use of DNNs was shown to increase—rather slightly—the
performance of existing ATPs by being integrated into that existing framework.
Other corpora were used, and comparisons were made between different neural
architectures as to which kinds of theorems each model was good at. The range
of tasks was also extended, including the automatic formalization of natural
language mathematical texts (cf. Welleck et al., 2021).

As with all cases of mathematical applications, this line of research remains
exploratory. However, the results are far from wholly unreasonable or insignifi-
cant and continue to improve, suggesting that DNNs are capable of manipulating
mathematical proofs to some extent.

2.2.2 Object-Oriented

Another line of research recognizable in the field shares similar strategy, tools,
and methods with the first one. However, the focus is placed on manipulating
mathematical objects rather than statements. Admittedly, proofs can also be
considered as mathematical objects, in which case proof-oriented approaches can
also fall under this category. At any rate, DNNs are, in principle, indifferent
to this distinction. Yet, from a philosophical standpoint, there is a significant
difference between, for instance, manipulating numbers to solve arithmetical
operations and proving an arithmetical theorem.

In line with the general framework of neural models, the objective, in this
case, is to feed the expression of a mathematical object (e.g., equation, terms
of a series, etc.) into the model and expect the latter to output some specific
result or property about it (e.g., solution, recurrence relation, etc.). Following
d’Ascoli et al. (2022), this can be pursued in four different ways, depending on
whether either the inputs or the expected outputs are symbolic expressions or
numerical data.

The solution of partial differential equations has been a privileged area for
the development of this line of research. A notable example and original land-
mark in this sense is the paper by Lample and Charton (2019), testing the
DNNs’ capabilities in solving differential equations and symbolic integration.
The overall strategy is the same: feeding a first or second-order differential
equation as input and asking the model to output its solution. However, unlike
the previous case, the authors trained their model on an artificial corpus spe-
cially designed for the task. The representation of the input and output was
thus well-thought to fit the kind of data on which the chosen DNN architecture
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is known to perform well.
Relying on a careful handcrafting of the mathematical object’s representa-

tions, the model exhibited remarkably high results. Under very precise condi-
tions, the authors showed that their model outperformed Mathematica, Matlab,
and Maple for the tasks in question. Like in the previous line of research, many
results were developed after this seminal paper, either focusing on the appli-
cation of DNNs to PDEs (?Blechschmidt and Ernst, 2021) or extending the
approach to other mathematical objects, such as numerical series (Ryskina and
Knight, 2021; d’Ascoli et al., 2022) or linear algebra (Charton, 2021).

2.2.3 Skill-Oriented

A third group of works applying neural methods to mathematical knowledge
follows a different strategy compared to the previous two. The idea here is not
so much to try to solve specific mathematical tasks but to endow the neural
model with general mathematical skills capable of spontaneously solving math-
ematically related problems.

This hope is motivated by a relatively recent revolution in the field of AI,
brought about by a new kind of neural architecture called the “Transformer”,
implementing a specific neural technique known as “attention” (Vaswani et al.,
2017). This architecture became popularized through a particular implementa-
tion called BERT (Devlin et al., 2018) and achieved public celebrity with the
surprising results exhibited by the release of GPT-3, a Transformer language
model of 175 billion parameters trained on a massive amount of data (Brown
et al., 2020).

This family of models is characterized by the fact of being trained as language
models in a highly generic fashion, namely by trying to predict random masked
words or tokens in sentences. One of the most surprising features, usually
known as “in-context learning”, is that, after training it on a vast amount of
generic data, one can prompt a few input-output examples of some specific task
expressed in natural language, and the model can continue performing that task
with surprising accuracy. This behavior was shown to hold for very different
kinds of tasks for which the generic model was never explicitly trained. As a
consequence, a new training strategy became widespread, consisting of “pre-
training” a generic model on a generic corpus of natural language and then
continuing the training (“fine-tuning”) on a smaller scale on a specialized task
or corpus. As pointed out in the comprehensive report of Bommasani et al.
(2021), the success of these models (a.k.a. “Large Language Models” (LLMs))
is based on two pillars, namely, the capacity to transfer the content learned
between different tasks and the scaling capabilities.

In this framework, it seems natural to prompt the generic model with math-
ematical tasks. The original GPT-3 paper already showed the arithmetical skills
of such a generic model, in particular, by trying to perform up to five-digit el-
ementary arithmetic. The results were rather surprising given that the model
was never trained on such a task: the model showed to be almost 100% accu-
rate on 2-digit addition and subtraction and over 80% for three digits (Brown
et al., 2020, §3.9.1). These results have been improved in more recent models,
and further investigation showed that the generalization capabilities strongly
depend on the textual representation of numbers (Nogueira et al., 2020).

Following this new general strategy, significant work has been developed in
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the past 2 or 3 years to test the mathematical skills of generic models and
fine-tune them for general mathematical knowledge upon what is assumed to
be a generic mathematical corpus. In 2021 two models were presented in this
sense with the same name, MathBERT (Peng et al., 2021; Shen et al., 2021),
which shows the kind of enthusiasm, if not the hype, that this line of research
generates.

2.2.4 Heuristic-Oriented

Finally, it is important to mention what looks like a different approach to em-
ploying DNN methods in mathematics, namely that of Davies et al. (2021). In
this recent paper, the authors rely on different kinds of DNNs to “guide the
intuition” of human mathematicians in searching for proofs for existing con-
jectures. More precisely, machine learning methods are here mobilized to help
understand or verify the existence of specific structures or patterns in mathe-
matical objects. The authors show the fruitfulness of this approach in the case
of two open problems concerning the structure of knots and the combinatorial
invariance of symmetric groups in representation theory.

The relevance of neural methods in this case has been put into question
(Davis, 2021), for it is not clear what is the specific value added by DNNs
compared to more classical statistical methods already in use by mathematicians
in their own practice. However, the idea that DNNs can be used as a heuristic
tool in mathematical practice seems promising, and it is plausible that more
substantial work in this direction will emerge in the near future.

3 The Philosophical Significance of Machine
Learning Approaches to Mathematics

3.1 Mathematics As Text

In most of the cases presented in the previous section, the results exhibited by
applying current neural models to various aspects of mathematical knowledge
concern only elementary mathematical properties. However, the simple fact
that those properties can be addressed, if only with relative success, from the
radically empirical perspective assumed by current machine learning approaches
should be enough to raise a whole series of philosophical questions. In the face
of that evidence, one could ask, for instance, what is it, exactly, that these
models model or try to model? Is it the manipulation of abstract objects? Of
operations? Is it the acquisition of an existing piece of knowledge? Or the
human capacity to produce new knowledge? Or, yet, the machine’s capability
of doing so? More profoundly, is the knowledge attributable to those models a
priori? And if so, why and how can an empirical learning procedure such as
this grasp it? Or is that knowledge empirical and, therefore, not really mathe-
matical? Or maybe mathematical knowledge is empirical after all? But then,
what distinguishes mathematics from other kinds of empirical knowledge? Un-
der which conditions does a dataset constitute a mathematical corpus? Would
corpora from different cultures or different epochs induce different mathemati-
cal results? What counts as a mathematical result? And what kind of evidence
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can these models provide for the truth, correctness, or even meaningfulness of
those results? What is a proof. . . ?

The list of conceptual, epistemological or philosophical questions could be
extended at will. And yet, the fruitful encounter between the philosophy of
mathematics and current machine learning practices has not yet taken place.
On the one hand, one cannot but be surprised about the practically complete
absence of epistemological or conceptual reflection—let alone cultural or his-
torical awareness—about the nature of mathematical objects, properties, and
knowledge in most, if not all, the literature in question. This absence is all the
more surprising that one can imagine multiple ways in which the conceptual
clarifications potentially brought about by those reflections could contribute to
the tasks under study, especially for an approach that so defies the received
analytic view on mathematics, rooted in a purely logical conception. In many
cases, the room left by the absence of conceptual reflection is filled, more or less
implicitly, by a cognitive perspective where the models in question are assumed
to acquire, in their own way, the human cognitive abilities also assumed to be
the origin and support of mathematical knowledge. In line with this attitude,
the analogy between the computational models and the human brain is fre-
quently present in the field, even if not seriously (i.e., scientifically) addressed.
It is hardly surprising, on the other hand, if this lack of conceptual elaboration
and the focus on technical details and incremental performance of otherwise
non-interpretable models can lead philosophers to more or less silently believe
there is nothing of philosophical interest in this approach, which seems reduced
to a mere engineering practice.

However, there are many reasons for the philosophy of mathematics to turn
its attention to the recent mathematical applications of machine learning, even
if, or precisely because those reasons do not coincide with the ones put forward
by the main orientations in that field. Starting with the fact that, were this
kind of approach to succeed to the point of becoming widely used, the face of
mathematics as we know it would certainly change in ways that are not trivial
from a philosophical standpoint. Such a modification of mathematical practices
would significantly impact the many aspects philosophers have become used to
associating with them, such as the role of proofs (Chemla, 2012), the meaning
of or even the need for foundations (Wagner, 2019), the nature of explanations
(Mancosu, 2008) or the place of experimental procedures (Borwein and Bailey,
2003; Avigad, 2008).

However, the following pages would like to point in a different direction,
focusing on the relation between mathematics and textuality. Because the success
of these methods—be it actual or promised—implies a whole new status for
mathematical texts, which goes far beyond the customary understanding of
mathematical writing as a simple notation for pre-existing mathematical content
or a more or less arbitrary syntax for an independently determined semantics.

The most immediate argument supporting this claim is the basic observation
that texts (statements, expressions, symbols, characters, etc.) are all these
models can rely on to perform the mathematical tasks they are asked to perform.
Whatever happens within the black box of a neural net happens on the basis
of the processing of syntax and syntax alone. Admittedly, DNNs are not in
themselves purely syntactic entities but the implementation of a reasonably
well-specified semantic structure. However, such a structure is highly generic,
to the point that it can be successfully applied to very different kinds of data
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(images, language, sound, etc.) to perform significantly different kinds of tasks.
Given their generic character, if neural models prove to be capable of dealing
with mathematical content, such a content is nowhere else to be found than in
the corpus of (eventually supervised) textual expressions fed as inputs.

It is essential to understand that this is not a bug but a feature of this
approach. Indeed, there are multiple ways to enhance neural models with hand-
made rules and mathematical principles to increase their performance over spe-
cific tasks. As soon as accuracy becomes the primary concern, researchers do not
hesitate to make heavy use of all sorts of tweaks and tricks, introducing semantic
properties by other means. The resulting models progressively become, then, the
object of an engineering practice, losing, indeed, much of the philosophical in-
terest concerning the syntax-semantics relation. Nevertheless, the connectionist
credo behind DNNs exhorts to develop learning models as generic with respect
to tasks as sparing with respect to assumptions about the data. Consequently,
whether openly acknowledged or unwittingly, current applications of DNNs to
mathematical knowledge grant a critical place to mathematical language and
textuality, providing the conditions for an original reflection on its role in the
production of mathematical content.

3.2 The Natural Language of Mathematics

Two principal aspects concerning mathematical language stand out for their po-
tential originality in this setting. The first is a consequence of the fact that bare
syntactic objects are all these models can actually resort to for processing math-
ematical knowledge. Thus, without dedicated axiom systems, deductive rules,
logical operations, symbolic reasoning, material manipulation, or access to any
other kind of context than textual, most of the conceptual focus within this line
of research is put on mathematical representations. Be it logical statements,
formulas, equations, expressions, or symbols,3 researchers in machine learning
have been led to raise the question of textual mathematical representations in
ways that can communicate with current research interests in the philosophy of
mathematics. For, if something becomes apparent in the vast majority of the
works in question, it is how much content is implied in mathematical represen-
tations and hence, how much conceptual attention they deserve.

Alemi et al. (2016), for instance, rely on the syntax of proof assistants
(Mizar) to represent logical statements while evaluating the efficacy of their
model by analyzing it at both character and word levels and elaborating strate-
gies to associate symbols to explicit and implicit definitions. This line of work
could thus provide novel perspectives for the design of mathematical languages,
as addressed, for instance, by Avigad (2015, 2021). Lample and Charton (2019),
in turn, propose encoding the expression of differential equations as binary trees,
where the internal nodes represent operators while the leaves feature numbers,
constants, or variables. The trees are then re-encoded as sequences following
the normal Polish notation to avoid ambiguity and address issues of precedence
and associativity while conforming at the same time to the sequential form re-
quired for the vector encoding of DNN inputs. Tree structures for mathematical

3To the best of our knowledge, there has been no work yet involving the content of math-
ematical diagrams within this trend. From a different perspective, Sørensen and Johansen
(2020) have proposed the use of neural techniques to identify diagrams in mathematical texts.
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expressions have also been explored in other neural applications, such as Nan-
gia and Bowman (2018); Zou and Lu (2019); Peng et al. (2021), to name but
a few, and the question of representations for mathematical expressions within
neural models more generally has been the object of explicit attention (for in-
stance, in Mansouri et al., 2019; Nogueira et al., 2020; Ferreira and Freitas,
2021; Purga l et al., 2021), including thorough studies of mathematical notation
(Greiner-Petter et al., 2020a). All of which provides the elements for a fruitful
dialogue with current investigations on the role of representations in the philos-
ophy and history of mathematical practices, such as Schlimm (2018); Waszek
(2018); Kohlhase et al. (2018). In particular, DNN applications to mathematics
have the potential to introduce original perspectives, since their objective is not
to find the best representation for a given content (a suitable “notation”) but
the best representation for given texts so that tasks assumed to rely on their
unknown content can be correctly performed by a statistical learning model
such as neural nets.

The second remarkable aspect concerning mathematical language is related
to the connection between mathematics and natural language. Indeed, addressed
as an artificial language from a modern logical perspective, mathematical lan-
guage has been longtime kept apart from natural language by different tradi-
tions in the philosophy of mathematics. Departing from this orientation, neural
machine learning models are led to operate novel articulations between both,
which are far from philosophically trivial. On a superficial level, one can find
that, since many of the corpora used are composed of existing published papers
(especially in the case of LLMs such as Transformers), the natural language
necessarily present in those papers is usually leveraged to contribute to deter-
mining the content of mathematical expressions. A conceptual investigation of
the attested interaction between both natural and mathematical expressions is
likely to provide compelling insight into the mechanisms of such interaction in
different corpora, be it from a historical perspective, in line with works such as
those of Netz (1999) or Herreman (2000), or from a more cognitive perspective
(Giaquinto, 2008; Toffoli and Giardino, 2013; Kohlhase et al., 2018).

More substantially, the vast majority of the learning models used for process-
ing mathematical expressions are none other than those specifically developed
for the processing of natural language during the past decade. This means that,
within this setting, mathematical expressions are treated as being themselves a
sort of natural language. Such a position is implicit in all the approaches using
word embedding techniques or Transformer models and is even explicitly stated
by Lample and Charton (2019). Should the application of natural language
models to the processing of mathematical content succeed, even if only in spe-
cific cases and on a small scale, we must be careful not to reduce this event
to a mere technical feat. Contrary to a view making a drastic distinction be-
tween natural and artificial languages, such a success would suggest, otherwise,
a close link between both, either because they both share specific properties,
because the treatment of natural language constitutes a general framework for
studying all kinds of languages, or yet because deep neural models constitute a
general framework for the analysis of data, under which both natural language
and mathematics fall.
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4 The Content of Expressions

4.1 Challenges of a Radical Text-Driven Approach to
Mathematics

In this section, we will focus on what constitutes the most radical originality of
neural approaches to mathematics, revealing the challenges it represents.

Such an originality lies, as already advanced, in that mathematical content is
derived from expressions alone, semantics from syntax, meaning from pure text.
Yet, in modern mathematics, the access to content is supposed to be provided
through explicit and rigorous symbolic mechanisms, such as definitions within a
formal language, logical operations, deductive rules, systems of axioms, or for-
mal models. Such symbolic procedures are assumed not only to determine what
those expressions mean but also to control how expressions interact and what
results from that interaction. Without direct access to those explicit symbolic
means—let alone cognitive faculties or social conditions—it is difficult to know
how the semantics or the content of expressions can be determined.

The difficulty is even greater if one considers that the content of mathemat-
ical expressions DNNs target and to some extent manipulate is far from limited
to referential aspects. Indeed, the solution of the corresponding mathematical
tasks requires much more than associating, for instance, the expression 406 to
a particular number or quantity, or to the same entity as the expression four

hundred six; it goes beyond referring the expression A ∧ B to a logical con-
junction or y′′ − y = 0 to a differential equation of second order.4 The tasks in
question require, in addition, that enough operational content is involved to de-
termine that 406 added to 326 equals 732, that A ∧ B is likely or unlikely to be a
premise in the proof of some given logical statement, or that y(x) = c1e

x + c2e
−x

is the solution to that differential equation.
Resorting to how content is dealt with in natural language, as most models

do, might sound promising, because the content of expressions in this case does
not depend on explicit rules and other artificial procedures absent in neural
models, but tends to rely on more “natural” mechanisms. The latter could then
be invoked to think about similar procedures at work in the relation between
mathematical expressions and their content, explaining the surprising capabil-
ities of neural nets. However, as natural as it may be, if we restrict ourselves
to pure expressions, the access to content in natural language is far from be-
ing simple and direct. The meaning of words is usually given through other
words, risking and infinite regression, and ostensive definitions are doomed to
inescapable ambiguities unless large portions of content are already known, as
the radical critiques of Wittgenstein (2009) and Quine (2013), among others,
have sufficiently shown.

What is more, the recourse to natural language imposes significant constrains
on the treatment of expressions. Indeed, DNNs can only achieve their results
by addressing the problem as a predictive task. Thus, given the expressions
406 and 326 as inputs, the model is required to predict the expression 732,
after being trained over a huge quantity of similar cases (but not this specific
one). Or more precisely, it is expected to predict the expression 732 from any
expression containing 406, 326 and some expression of the additive operation,

4We adopt the convention of writing raw text or pure expressions in a monospace font.
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as in 406+326= (or some sequential encoding of it). Now, by approaching the
task as if we were dealing with natural language, we require neural models—
and sometimes even the same model—to perform those predictions by the same
means by which they can predict, say, you from she asked when generating
the expression she asked you, however differently structured the two kinds of
languages and contents are supposed to be.

If the undertaking seems tortuous, analyzing those means is otherwise chal-
lenging. As it is widely acknowledged, DNN models are practically uninter-
pretable (see for instance Lipton, 2018). In particular, we have no access to
formal representations of a model other than its internal state, which in the
current state of the art can go from hundreds of billions up to over a trillion
parameters. Different methods have been developed in recent years, with the
aim of providing tools for the analysis and principles of interpretability of nat-
ural language processing (NLP) neural models (see Belinkov and Glass (2019)
and Madsen et al. (2021) for a survey). Among them, the method known as
probing (Conneau et al., 2018) enjoys a certain success. The idea is to use
the encoded vector representations of a model to train a classifier over a spe-
cific linguistic property considered relevant for performing linguistic tasks (eg.,
grammatical dependencies). If the classifier achieves a good performance, the
properties in questions can be considered to be somewhat encoded in the inter-
nal state of the original neural model. However, while several mechanisms have
been proposed to show that the information corresponding to the probed prop-
erty is legitimately attributable to and effectively used by the model (Hewitt
and Liang, 2019; Ravfogel et al., 2021), there still remains a fundamental gap
between neural models and the symbolic property or structure being probed.
In other words, high—and ultimately superhuman—performance on such pre-
dictive tasks, which can indeed be conceived to grasp significant aspects of the
content of expressions, might not reach that accuracy through the same means
through which we are used to do it ourselves, or would expect to do it. Neural
models might be able to write sensible natural language or solve natural lan-
guage tasks without ever following grammatical rules for any acceptable sense
of grammatical rule-following. Likewise, those models might be able to solve
mathematical tasks with reasonable and even surprising accuracy without ever
manipulating any of the symbolic procedures by which we have historically con-
trolled our mathematical practices. Converging results do not imply identical
theories, representations, knowledge or capabilities, which in turn does not im-
ply that content is not being grasped.

4.2 How Is It Even Possible? The Feats of
Distributionalism

At the face of all these obstacles, by no means unknown in the field, why to
place any hope in contemporary machine learning approaches to mathematical
knowledge at all? Is it not the whole endeavor simply ill-conceived?

If the proof of the pudding is in the eating, it seems fair to acknowledge
that, while the results exhibited so far are certainly modest from a mathemati-
cal point of view, they are far from insignificant from a philosophical one. Given
the difficulties just mentioned, the slightest evidence that a seemingly impos-
sible task can be achieved deserves philosophical consideration. Moreover, the
models in question have shown surprising capacities in the treatment of natural
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language, where the richness of content makes the task otherwise challenging.
Indeed, despite the many limitations duly identified for these models, the re-
sults exhibited by the application of DNNs to NLP in the last decade have been
enough to catalyze, if not altogether generate, a revolution in the field (cf., for
instance, Manning, 2015).

Due to the close relation between mathematical texts and natural language
within this framework, it seems legitimate, then, to assume that the hope placed
in neural methods for the treatment of mathematical language is grounded on
the mechanisms underlying the success of neural language models, whatever
they may be.5 Accordingly, a philosophical analysis of this phenomenon should
focus on the elementary mechanisms responsible for the success of fairly generic
learning algorithms in manipulating natural language content when applied to
a practically raw corpus of texts, and on the reasons and conditions for those
same mechanisms to apply to the treatment of mathematical content.

To avoid resorting to unverifiable analogies between artificial neural models
and human learning capacities, let alone structural properties of the human
brain, it is imperative to focus on what those models actually do. As we have
seen, DNNs are statistical models resulting from a learning procedure based on
predictive tasks. If such models are capable of grasping linguistic content when
operating with raw text, it is then natural to ask what can the source of that
content be.

Since the expressions fed into the model are nothing but raw text, i.e. a
sequence of empty identifiers, and models are highly generic before training, the
source of all content cannot be other than the training corpus. Yet, from the
model’s viewpoint the corpus is also nothing but a sequence of identifiers, which
are entirely arbitrary by definition. Therefore, all the contents neural models can
handle, all the manipulations inconceivable without taking content into account
that they can make, have no other source than the relations purely arbitrary
units maintain with each other in a given corpus. Whatever those units may be
or stand for, be it characters, symbols, words, phrases or even bytes or pixels,
all neural models can do is leverage the information of their mutual relations in
specific corpora, eventually replacing their arbitrary identity with a relational
one.

The idea that the content of linguistic units is determined by their relation
to other units is not new, and can be traced back at least to the structuralist
linguistics of Saussure (1959) at the turn of the 20th century. In the context of
neural NLP models that idea has been embraced under a specific form known as
the “distributional hypothesis”, namely the assumption that words that appear

5The symbolic character of mathematical practices cannot, in this sense, be an objection a
priori to this approach. On the one hand, it is not excluded that neural models can implicitly
manipulate some sort of higher order representation akin to symbolic properties or structures
(cf., for instance, Manning et al., 2020). On the other, symbolic practices in mathematics as
we know them are a relatively recent phenomena. Although mathematical practices across
different historical periods and cultures have constantly used expressive means irreducible
to those of natural language, the recourse to a foundational role of symbolic practices such
as axiomatic methods, formal systems of inference or model-theoretical semantics have only
been established in the course of the past century. Mathematical knowledge has very well
been produced and evolved for millennia across different cultures without such foundations
(cf., for instance, Wagner, 2019) and would arguably continue to do so if alternative principles
came to better fulfil the tasks expected from it in existing cultures, even if that requires to
re-inspect our existing notion of semantics, content or even understanding, both in natural
language and in mathematics.
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in the same context tend to have the similar meaning (Sahlgren, 2008; Lenci,
2008; Gastaldi, 2020). This specific form of structuralism also has relatively old
roots in the distributionalism of authors like Harris (1960) and Firth (1957).
However, despite this longstanding tradition, neural models have introduced a
new computational interpretation of distributionalism through the use of word
vector representations, or word embeddings.

The story goes back to the 2010s, when researchers in the field realized
that the first layer of neural models for NLP had a special significance. Indeed,
they discovered that if one extracts the first layer of a DNN trained for a specific
linguistic task and inserts it as the first layer of another DNN aimed at a different
linguistic task, the performance of the latter is shown to improve. Accordingly,
the idea emerged of training that first transferable layer as a separate shallow
(i.e., not deep) neural network, independently of any specific downstream task.
In this way, this new independent model was able to associate a low dimensional
dense vector to each word in the vocabulary which could then be used as a
generic representation of that word to be fed as inputs into other models.

Significantly, that separate model was trained on the generic task of pre-
dicting a word from its context words within a corpus (or vice versa). So the
resulting word vector representations, or “embeddings”, can be understood as
a way of identifying and representing a linguistic unit exclusively through the
information of its linguistic (textual) context, encoded as a low dimensional
dense vector. As a consequence, through the use of embeddings, the purely
arbitrary identity of linguistic units in a neural framework is replaced with an
implicit encoding of all the textual contexts in which those units appear in a
given training corpus.

As representations of words, embeddings turned out to be endowed with
surprising properties. Not only they contributed to increasing the performance
of most NLP tasks, but they exhibited, by themselves, significant semantic ca-
pacities of different kinds. Starting with the fact that the (typically cosine) dis-
tance between the vectors in the embedding space appeared to encode semantic
similarity between the corresponding linguistic units. Even more surprisingly,
researchers showed that one can identify analogical relationships between pairs
of words (such as prince : princess :: landlord : landlady), suggesting that
the embedding space is structured into subspaces following relevant semantic
dimensions.

Since the development of the first embedding models around 2013, such
as word2vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014), word
vector representations have undergone several evolutions significantly enhancing
their capacity to extract semantic properties from raw text. The evolution
was guided by the need to produce contextualized vector representations (i.e.,
different embeddings for each occurrence of a word in different contexts) over
corpora of ever-increasing sizes. This is precisely what Transformer models like
BERT achieve, determining the current state of the art in NLP.

The technical details of neural embedding models fall outside the scope of
this paper. One can consult (Pilehvar and Camacho-Collados, 2020) for a com-
prehensive presentation. What is important for us is that word vector represen-
tations constitute the key by which the multiple relations of arbitrary units in
a corpus are leveraged to capture all neural models can capture of the content
of those units.
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4.3 Mathematical Embeddings

We can now return to our previous question, and affirm that if any hope is laid
on the successful application of neural models to mathematical language, that
hope is and cannot but be explicitly or implicitly based on those models’ capac-
ity to recover semantic features out of corpora of relevant expressions, relying
on the novel incarnation of distributional semantics that are word vector repre-
sentations. In other words, it is essentially through vector representations that,
within a neural framework, expressions are invested with content and syntax is
turned into semantics. It is, then, on vector representations for mathematical
expressions and on the mechanisms connecting them (or not) to mathematical
content that a philosophical inquiry about the epistemological basis of neural
machine learning approaches to mathematics should focus.

In recent years, several works have been interested in different ways of com-
puting embedding representations for mathematical expressions. Gao et al.
(2017), for instance, proposed an early method to produce embeddings for both
mathematical symbols and formulas, and showed their relevance for mathe-
matical information retrieval, while acknowledging the limitations to account
for mathematical contexts. Krstovski and Blei (2018) showed that one can im-
prove usual mathematical embeddings by considering equations as a single token
and computing a vector representation based on the words in natural language
surrounding them in texts, thus grasping semantic similarity. Mansouri et al.
(2019) propose to compute embeddings based on hierarchical representations,
such as Symbol Layout Trees and Operator Trees, exhibiting improvements in
information retrieval tasks, resorting to hand-engineered pre-processing tools. A
different approach to embeddings can be identified in more recent works. Purga l
et al. (2021), for instance, propose different ways to encode logical structure in
embeddings, to be leveraged in tasks related to theorem proving, while Ryskina
and Knight (2021) compute numerical embeddings over Online Encyclopedia of
Integer Sequences and then probe them with a series of mathematical tasks,
such as divisibility, sequence completion or analogies (i.e. rule of three). While
not insignificant, these recent results remain modest.

From a more critical perspective, Naik et al. (2019) show that vector repre-
sentations for numbers produced through existing embedding techniques have
difficulties accounting for magnitude (e.g. 3 < 4) and numeration (e.g. 3 =
three). More generally, Greiner-Petter et al. (2019) assess embedding techniques
for mathematics in a more systematic way and exposes their semantic limita-
tions due, among others, their incapacity to capture components of complex
structure. A critical survey of different approaches and techniques of math-
ematical embeddings can be found in Greiner-Petter et al. (2020b); Thawani
et al. (2021).

This entire line of work is of particular interest from the viewpoint of a text-
driven philosophy of mathematics. It has also the merit of calling attention to
the elementary mechanism upon which DNNs for mathematics ultimately rely,
naturally bringing the discussion closer to conceptual stakes. However, there
at least two reasons why this recent work seems insufficient from an episte-
mological standpoint. On the one hand, with very few exceptions like Purga l
et al. (2021); Ryskina and Knight (2021), most of those works do not seem
interested in the operational content of expressions. The semantics addressed
here is mostly required for what is usually known as “mathematical knowledge
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management”, including tasks as information retrieval, labelling, classification
of texts, document ranking, query recommendation or entity recognition. Ad-
mittedly, none those tasks could be performed in an unsupervised way without
recovering some aspect of the mathematical expressions’ semantics. However, it
is not clear how this content could be leveraged to characterize the properties of
mathematical objects and operate with them. On the other hand, in all these
works, embedding techniques are being adopted somewhat uncritically, without
inquiring into the reasons that could explain their success in extracting seman-
tic properties from expressions in natural language. Not only the mechanisms
underling the distributional hypothesis might not be entirely valid, but it might
very well be that their validity for natural language, if any, does not carry over
to mathematical textuality. Invoking the distributional hypothesis in this case
does not really help unless we have a better understanding of the mechanisms
underlying distributional semantics, which is astonishingly absent in the current
state of NLP. This problem is all the more pressing as, in their current form,
embedding properties are shown to be very brittle. Their efficacy is indirect, by
increasing the performance of downstream tasks. On their own, the semantic
similarity established through embeddings (not to speak about semantic anal-
ogy) does not look like a stable framework where to sit the firm construction of
a systematic semantics, let alone mathematical semantics.

Accordingly, if a stronger treatment of mathematics is expected from current
machine learning techniques, both a better conceptual basis for the connection
between distribution and content and a deeper understanding of distributional
properties of mathematical expressions are needed. In the last two sections of
this paper, we will propose a fresh start to address these two issues from a
philosophical perspective.

5 Toward a Structural Semantics

5.1 Making Sense

The first step toward a better grounded distributional account of mathematical
knowledge is to clarify, from a conceptual standpoint, the relation distribution-
ally defined expressive units, such as embeddings, maintain with the content
they are supposed to convey.

Since the beginning of the deep learning revival of distributionalism, this
question is assumed to be answered by invoking the distributional hypothesis,
conveniently associated with a use or usage-based theory of meaning (Lenci,
2008). Generally attributed to Wittgenstein, the latter holds that the mean-
ing of a linguistic unit is determined by how that unit is used. However, both
philosophical principles came to be adopted and referred to rather uncritically
in the field,6 paving the way to a situation where the meaning import of distri-
butional models—and DNNs in particular—is considered sufficiently accounted
for by exhibiting high accuracy in the accomplishment of predictive downstream
tasks, as Andreas (2018) correctly points out.

It is easy to see how this implicit assessment of the semantic grounds of
distributionalism falls short of any conceptual or philosophical requirements:

6For a critical assessment of the association between those two principles, see Gastaldi
(2020).
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the problem is considered solved by not dealing with it. The attempt to move
beyond such a situation received some attention by the computational linguistics
and NLP communities, starting with the so-called “semantics mega-thread”
in Twitter (Wolf, 2018). Within this context, a position begun to stand out
claiming that, despite all appearances, models ungrounded “in the real world”
dealing exclusively with linguistic forms (i.e., raw text) do not and cannot have
any relation to meaning. In its most articulated version (Bender and Koller,
2020), the argument features as a restatment of Searle’s famous Chinese Room
argument (?), relying, at its core, on a definition of meaning as “the relation
between a linguistic form and communicative intent” (Bender and Koller, 2020,
p. 5185).

Although far from enjoying a large consensus in the field, this skeptical po-
sition has revealed fruitful to raise important critical debates (Bender et al.,
2021) and motivate interesting theoretical results (Merrill et al., 2021). More-
over, alternative perspectives have found it difficult to articulate a coherent
image for the semantics of current distributional language models.7 However,
from a strictly philosophical viewpoint, such a perspective has the weakness of
excluding any connection between pure expressions and meaning by definition.
Incidentally, it also rules out any possibility of conceiving meaning without the
presence of a subjective (and possibly only human and individual) intentionality.
Such a principled position is, therefore, of little use to address local epistemo-
logical issues as in the case of mathematics, where meaning is not indifferent
to form, and communicative intent, while not entirely absent, is far from ex-
hausting mathematical content. Incidentally, resorting to a radical distinction
between natural and artificial languages to argue that a notion of meaning as
communicative intent only applies to the former is not an option here, since
the relevance of that distinction has been undermined by the very nature of our
problem, as we have shown in the previous sections.

Coming up with a different general definition of meaning at this stage risks
encountering similar obstacles, utlimately turning the discussion into a pure
definitional one. A possible way out, however, is to leave aside the delicate
notion of meaning for a moment, and focus on the fact that, in a significant
number of cases (but not necessarily in all of them) the outputs of DNN models
applied to either natural or mathematical language make sense.

The notion of sense-making has been the object of some conceptual elabora-
tion in the last two decades of the past century, around the program proposed
par Dervin (1983); Dervin and Nilan (1986); Dervin (1986). However, in all
this literature, sense-making is conceived as the cognitive act of subjects who
make sense of the world in which they live, bringing as back to an intentional
problem. But when we say that the results of neural models make sense, by
no means we mean to say that they make sense “of” something, let alone the
world, or less still that those models have any intentionality. The way in which
these models make sense appeals to a much more superficial, although not less
substantial notion of sense. When a neural model yields 732 when prompted
406+326=, or y(x) = c1e

x + c2e
−x to y′′ − y = 0, or any of the surprising texts

to which LLMs have already got us used to, those results make sense, even be-

7The pervasive topics of intelligence, consciousness and sentience within the more gen-
eral field of AI cannot but add more confusion to this debate, conceiling the fact that, at
both its logical and linguistic roots, the contemporary notion of meaning emerged from an
antipsychological standpoint. See note 10 below.
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fore we know anything about the principles motivating the production of those
expressions. In other words, those expressions make sense as a pure effect.

One could object that this is a degenerate understanding of the notion of
sense and meaning. But the truth is that this notion of sense as an effect
has a long history in Western thought outside the Aristotelian and analytical
tradition, from the Stoics up to Deleuze (1990). However, it is not necessary
to enter into doctrinal details here. For our purpose within the limits of this
paper it is enough to recognize that the very fact that the behavior of DNNs
urges us to reflect on the true conditions of meaning is a proof that it is indeed
sense that it is being produced, for pure senseless results would not have that
effect. Acknowledging that neural models make sense in this sense of “sense”
is already a lot. For it allows us to suspend the difficult question of the very
substance of meaning and turn it into this other one, namely: what must sense
be for DNN models to be able to make sense as they do.8

The first thing to notice is that the notion of sense as it is used here is
independent of those of consciousness or understanding. Anyone who has ever
dreamt at night should know that it is possible to make sense in unconscious
states9 and everyone who has mechanically copied the habits of a radically
foreign culture should be ready to accept that one can make sense without
understanding. Notice also that this notion of sense is independent of the notion
of truth: the expression Paris makes sense as the answer to the question What

is the capital of France?, but also does London or Babel, for instance in
a lie, a fiction, a joke, or a metaphor. Irreducible to truth, understanding or
consciousness, the notion of sense implied in our most ordinary experiences of
sense-making is, moreover, not an absolute one. What makes sense in some
cases or contexts does not necessarily do in others. But we would be wrong to
think that this relative character condemns this notion of sense to randomness
or individual arbitrariness. On the contrary, the fact that what makes sense
is relative to a context protects it from the arbitrary modification by single
individuals: contexts are not something individuals can simply change on their
own. Sense is thus to be placed at the level of a culture, conceived as a complex
system of contexts, which is at once supra-individual and non-universal. And
it does not seem unreasonable to hold that making sense in a culture requires
little more (but no less) than identifying the regularities that culture is made of
and extending them, even if in a deviant or creative way.

From this standpoint, neural models can be seen as particularly convoluted
yet performant devices for identifying regularities in a corpus which is nothing
but a partial—i.e., biased—expression of a culture. It is, then, in this sense
that, regardless of “learning meaning”, “understanding”, “being intelligent” or
“conscious”, “knowing the truth”, and all the other metaphors by which we
might be more or less impressed, we can say that, to a surprising extent, and
strictly relative to the inescapably biased corpus they are trained on and the
cultural environment in which they output their results, neural models make
sense.

8“As they do”, that is, to a large extent and in relatively specific contexts, but neither
completely, nor universally or absolutely.

9Dreams can be fragmentary or paradoxical, but never completely senseless.
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5.2 Formal Content

The notion of sense advanced so far does little more than to rebaptize the
problem of meaning, proposing what can be seen as a weaker version of it.
However, accepting this weaker version as a legitimate part of our experience of
meaning can not only prevent us from running into false problems, but can also
open us to novel perspectives on our objects. This is especially true if we turn
our eyes away from models and focus on the expressions themselves.

Leaving aside the question of their substantial meaning, expressions that
make sense can be said to have a content. Take for instance the embedding
representation corresponding to a unit or token in our corpus. While it is
generally accepted that the meaning of such embedding is in most cases unclear
or uninterpretable, it would be hard to deny that it associates to that unit a
specific content, if only because it encodes some information characterizing that
unit as such. And it is indeed based on that content that sense is produced as an
effect. Content can thus be understood as an objective counterpart or correlate
of the sense made by an expression.10 More significantly, unlike meaning or
sense, which are usually treated as unanalyzed wholes, the notion of content
allows for a pluralist treatment. We can certainly conceive of an intentional
content of expressions, corresponding to the communicative intent of speakers,
as we can conceive a referential content informing a truth-conditional semantics,
or even a psychological content. But none of them has reasons to exhaust or
monopolize the content involved in the sense expressions can make. The kinds
of content will always remain as varied as the ways expressions have of making
sense.

Relying on this notion of content, in Gastaldi and Pellissier (2021), we have
proposed to consider the existence of a formal content of expressions.11 With

10“Objective” here is meant in relative way, as “non-subjective”: contents are not to be
attributed to any subject or agent, but to expressions themselves. A notion of objective
content like this one is not new, and can already be found in the philosophies of Frege and
Husserl (cf. Benoist, 2002), and their antipsychologist sources, such as Bolzano’s notion of
“proposition in itself” (cf. Proust, 1999). However, in the sense intended here, it finds its
root in Louis Hjelmslev’s introduction of the notion of content in the field of linguistics, as a
generalization of Saussure’s notion of “signified” (Hjelmslev, 1953, §13). The main purpose
of that introduction is to characterize all the semantic aspects of signs which can be studied
from the internal perspective of signs themselves, without borrowing to other sciences or
disciplines outside linguistics. The notion of content has then a primarily epistemological role,
namely, contributing to establish linguistics, and more generally, semiology, as an autonomous
discipline.

11The notion of formal content might appear eccentric if not altogether paradoxical to
anyone assuming the traditional exclusive alternative between form and content. However,
here again, the idea of a formal content is well rooted in a philosophical tradition that goes
back at least to German Idealism with its problematization of the opposition between form
and content, either in its transcendental (Kantian) or dialectical (Hegelian) versions. A more
recent version of this notion can be found in Frege, for whom the notions of individual,
concept, judgement and truth value constitute elementary forms of contents supporting the
formal foundations of arithmetical contents (Gastaldi, 2014). The idea can also be found in
the artistic and theoretical work of the Russian formalists, where artistic content is seen as
the effect of formal procedures (Lemon and Reis, 2012). But once again, our notion of formal
content recognizes its most direct source in Hjelmslev’s linguistic elaboration of the notion of
content, which draws from Saussure’s famous principle stating that “language is a form, not a
substance” (Saussure, 1959, p. 113). Thus, for Hjelmslev, both expressions and contents can
be analyzed into substance and form, linguistic or semiological analysis being defined by the
study of the relation between forms of expressions and forms of content (Hjelmslev, 1953,
§13). However, our use of this notion here does not exactly correspond to Hjelmslev’s.
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it, we intend to characterize that dimension of content which finds its source in
the internal relations holding between the expressions of a language. This di-
mension is usually neglected from the referential or truth-conditional—but also
pragmatic or intentional—standpoints which have dominated contemporary se-
mantic theories. However, its prominent role is well-known across a myriad of
sense regimes: poetry, music and art in general, games and other rule-following
practices, including law, and, of course, formal sciences, and mathematics in
particular. Indeed, within a standard model of arithmetic, it is part of the
mathematical content of the expression 406 that, when associated with the ex-
pression +326, it can be replaced with the expression 732. The set of all such
relations the expression 406 can maintain with all the arithmetical expressions
can then be said to characterize its arithmetical content to a large extent, what-
ever all those expressions might stand for.12 Certainly, one could still claim
that all these sense regimes relate to natural language only in a derived and
deviated fashion, even in the cases in which natural language plays indeed a
central and inescapable role, like poetry or law. Yet, as we have seen in the
previous sections, if there is something recent neural models have taught us
about natural language despite their weak epistemological import, it is that the
distinction between natural language and other kinds of language cannot be
taken for granted. But more significantly, that the formal content of language
is responsible for much more sense effect than we would initially be ready to
attribute to it from the perspective of a natural attitude.13

In an attempt to further specify the notion of formal content bringing it
closer to its operational conditions, in that same work, we identified three di-
mensions that seem to characterize it. In other words, three different systems
of relations between linguistic or semiological units contributing to their sense
effects and derivable, at least in part, from the distributional properties of a cor-
pus. Thus, we proposed to distinguish between the syntactic content, namely the
content a unit receives as a result of the multiple dependencies it can maintain
with respect to other units in its context; the characteristic content, resulting
from the inclusion of a unit in a class of other units by which it accepts to
be substituted in given contexts; and finally an informational content, related
to the non-uniform distribution of units within those substitutability classes.
Take, for instance, the unit gavagai, whose meaning is famously assumed to be
completely undetermined (Quine, 2013). However, as soon as that unit is put in
relation to others in an expression like the gavagai is on the mat, part of its
indeterminacy is lifted and a content (syntactic, in this case) can be attributed
to it as a result of the sense that expression makes. That this is a content at all
can be easily felt by contrasting that expression with another one which does
not make sense (in usual English language) like mat the on is gavagai the

(borrowing from Chomsky’s famous example). That such a content is specific
can be shown by comparing the different ways of making sense of that expression
and this other one: the people gavagai on the mat. Likewise, much can be
said about gavagai if we can establish that it can be substituted by cat, dog,
bird, rabbit, spider, etc. (thus receiving a characteristic content) and even

12This idea is not foreign to the axiomatic approach to mathematics, and more generally
the formalist approach to its foundations, ideologically dominant throughout the 20th century
up to our days. However, the latter typically attributes a primary role to logic in the control
of the interaction between expressions that is voluntarily absent in our example.

13For this notion of natural attitude, see Husserl (1983, ch 1, §1).
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more if we know that its probability is the lowest compared to all the other units
of that class (informational content) (see Gastaldi and Pellissier, 2021, §2.2).

Those three might very well not be the only dimensions of formal content,
and it is important to recall that formal content is not the only content expres-
sions can rely on to make sense. Yet, those three dimensions give us already
an idea of how to account for the sense effects of a strictly formal content in a
more detailed and principled way than mechanically invoking the elusive action
of the distributional hypothesis. For all these dimensions implicitly defined by
the distributional properties of a corpus can be, in principle, made apparent by
drawing explicitly the latent units over which they act. Those units are no other
than the ones determined by the relation of substitutability between the explicit
or observable units of the corpus. This is trivially so for the characteristic con-
tent, but also holds for the syntactic and informational contents. Indeed, in
the former, when looked at closely, the dependencies in question hold between
classes of substitutable terms rather than between terms themselves,14 while in
the latter, unlike the typical approach in the field, probability distributions and
information measures are computed only with respect to units with equivalent
characteristic content.

The idea of latent or implicit units determined by the relation of substi-
tutability between expressions recognizes both a logical and a linguistic source in
contemporary thought. On the logical side, it was Frege who gave substitutabil-
ity its most celebrated formulation, as a defining principle of his generalized
notion of function (eventually understood as a propositional function). Indeed,
in his Begriffsschrift, Frege introduces functions over expressions (Ausdrücke)
by regarding parts of those expressions as replaceable, implicitly considering the
class of all the expressions that can be replaced at that point, and eventually
the subclass of expressions yielding a given (truth) value of the function (Frege,
1972, §9-10). On the linguistic side, the idea of substitutability of expressions
in given linguistic contexts informed the concept of associative or paradigmatic
relations which, together with that of syntagmatic relations, constitute the key
principle governing the mechanism of language in the structuralist view which
revolutionized linguistics at the turn of the 20th century (Saussure, 1959, §II-
V). The explicit derivation of implicit paradigmatic units, or paradigms, became
thus a major stake of modern linguistic analysis, until the structuralist approach
was relegated by the generativist program. The revival of distributionalism in
the analysis of language through DNNs provides the conditions for a renewed
approach to paradigmatic units. What is more, contemporary proof theoretical
approaches to computational logic allow an interpretation of paradigms as types
which would permit to bring together the logical and the linguistic traditions in
an original fashion (cf. Gastaldi and Pellissier, 2021).

The explicit derivation of paradigmatic units would represent an evolution
from current distributional perspectives to a renewed structuralist framework.
Such evolution is marked by the fact that, while individual tokens are considered
to be determined by the local context in which they appear, higher order units
imply a global account of the corpus which is only implicit in current models.

14For instance, the syntactic content gavagai receives from the is the same that cat, dog,
or rabbit would receive by being at the same position, which is the same it would receive
from a or one, as long as these terms are seen as substitutable. As soon as the dependency
relies on the specific terms themselves, we can conceive it as a lexical dependency, rather than
a syntactical one, as in the proper name The Great Gatsby.
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Accordingly, meaning can be conceived not so much as the use of words in
similar local contexts, as advocated by the distributional hypothesis, but as
the effect of subsuming expressions under a structure underlying the corpus to
which they are assumed to belong. In this sense, it comes as no surprise from
a structuralist standpoint that the most fundamental objective neural language
models optimize, including Transformers, is that of predicting words throughout
all the contexts that constitute the corpus, thus resulting in a language model
that attributes high probability to all the words in the vocabulary that would
be acceptable substitutions of the original word in given contexts. As is hardly
surprising for a structuralist that so much sense can be made by levering only
this kind of information.

Following this orientation, it seems possible to advance from the bare obser-
vation that neural models make sense and distributional units bare similarity
relations to a finer account of the content implied therein. Drawing from those
sources of inspiration in the tradition of modern theories of language, it might
be possible to leverage distributional properties to derive explicit representa-
tions of paradigmatic units possibly at work in current neural language models,
and reconstruct structural and logical aspects underlying the use of linguistic
expressions.

6 Arithmetic from an Expressionist
Perspective

The structural perspective on distributionalism just given does not rely on any
specific characteristic of the expressions in question.15 As such, it intends to pro-
vide insight on how content can result from pure expressions through the same
mechanisms across multiple language modalities.16 In particular, the study of
the three dimensions of formal content considered cannot only contribute to the
intelligibility of sense-making for expressions in natural language, but also in
mathematics. In the remaining pages of this paper we will propose an illustra-
tion of this fact which, although elementary and highly speculative, can suggest
intelligibility principles for either existing or alternative machine learning ap-
proaches to mathematical knowledge.

Our illustration concerns elementary arithmetic, trying to tackle the main
problem advanced in previous sections, namely how arithmetical content can
result from the distributional properties of pure expressions. More precisely,
we will focus on arithmetical objects, that is numbers, interested in how to
reach “numbers through numerals”, following the suggestive formula of Schlimm
(2018). However, our approach will be at once more radical and more humble
than what this formula suggests. More radical, because interested as we are in
the kind of raw expressions neural language models are capable of processing, we
cannot assume numerals exist as an independent sign regime, without already
assuming significant aspects of arithmetical content. More humble, because we

15It might seem that we have restricted ourselves to sequential data. However, the notion
of context involved does not assume such a limitation, and notions of context can be proposed
for the analysis of non-sequential data.

16Owing to this genericity, the perspective provided here should be viewed as contributing
to the program of a general semiology, as set up by Saussure (1959, §Introduction, III.3).
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will be interested in only two aspects of arithmetical content: the recursive
structure and the total order of natural numbers

Although those two aspects are far from exhausting the complex content of
arithmetical expressions, they are, however, essential to the concept of number
if one believes the modern reconstruction rooted in the logical perspective domi-
nating the philosophy of mathematics since the end of the 19th century. From a
classical axiomatic standpoint on natural numbers, such as the Dedekind-Peano
axioms (cf. Sieg and Schlimm, 2005), both the recursive structure and the to-
tal order are guaranteed by the single-valued successor function. Yet, such an
account is strictly semantic in the sense advanced in previous sections: pure ex-
pressions do not play any role in the content attributed to numbers, and can only
be thought to represent that content a posteriori.17 If we adopt a perspective
where no semantics is assumed, both aspects of the content of natural numbers
should then be regarded as independent. Yet, none of them is a property of
characters themselves. If it is nonetheless possible to derive them from pure
text, then, as we saw, it can only be done through the latter’s distributional
properties. The notions of characteristic, syntactic and informational content
advanced in previous sections will guide us through this exercise.18

6.1 The Characteristic Content of Digits

The first issue to be addressed is the identification of numerical expressions (or
numerals) as a autonomous class of expressions. Because, from the viewpoint
of neural model representations, numerals are indistinguishable from any other
kind of token. As we said, considering the class of numerals as given (say, as
the set of sequences of digits, assumed, in turn, to be a specific class of charac-
ters) implies already assuming a global unit accounting for much of the content
supposed to be derived. A naive distributional approach, by which all numerals
could be identified as having similar distributions, would not be of much help
here since expressions like two, million, many or several exhibit distributions
similar to them, without being numerals nonetheless. More sophisticated treat-
ments of distributions, such as DNNs, are certainly able to distinguish between
numerals and other numeric or quantitative expressions, but the reasons for
that distinction remain opaque, and thus unreliable for a characterization of
the content of numbers.

However, numerals can be distributionally characterized in a more principled
way if instead of considering lexical or even morphological tokens, we go all the
way down to the character level. Take, for instance, the English Wikipedia
corpus (Wikimedia Foundation, 20220301.en dump). From the character view-
point, the corpus appears as a long sequence of characters, without other explicit
structure. To accentuate this lack of structure, we can even consider removing
all punctuation marks, including white spaces, as well as lowercasing all char-

17In this sense, a more interesting approach to the recursive content of natural numbers can
be found in Frege’s pre-logical work, namely his Habilitationsschrift (Frege, 1874), where he
attempts to characterize numbers through a recursive structure identifiable over domains of
functions (cf. Gastaldi, 2016). This unorthodox approach, which is still somewhat present in
Frege’s attempt to provide a functional language for arithmetic in his Begriffsschrift, certainly
explains the generality of the notion of sequence and succession proposed in that work, which
revealed to be insufficient to guarantee total order.

18A computational implementation giving access to the experimental data presented in this
section can be found on https://github.com/Gianni-G/MathML-2_code.

https://github.com/Gianni-G/MathML-2_code
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acters, which also has the effect simplifying our example.19 A typical sample
from this corpus looks like this:

asof2007reviewsestimateaprevalenceof1-2per1000forautism

In such a corpus, every character is assumed to be equally different from all
the others. In particular, digits do not have any special internal characteristic
separating them from the rest of the characters, and unlike usual formal sys-
tems, we cannot rely on given rules to produce “well-formed formulas” which
would separate numerals, as strings of digits, from other possible combinations
of elementary characters. In other words, numerals cannot be assumed to exist
as such.

Yet, the simplest of distributional properties, namely the left or the right
1-character length context of each character, can easily make that circumstance
appear. Indeed, consider the matrix A where each element Ai,j corresponds to
a measure of the association between the two characters ci and cj . A natural
choice for that measure would be the frequency in the corpus of the 2-character
sequence cicj , or a normalized version of it representing its empirical proba-
bility p(ci, cj). A better and widespread measure, however, is provided by the
pointwise mutual information (pmi), namely (an information-theoretical trans-
formation of) the ratio between the actual probability p(ci, cj) of the pair of
characters cicj and the probability one would expect if both characters were
independent, given by the multiplication between the probabilities of each one
of the characters: p(ci)p(cj). Concretely:

pmi(ci; cj) = log
p(ci, cj)

p(ci)p(cj)

A positive or a negative pmi indicates that the two characters are positively
or negatively associated, i.e. they appear more or less frequently than if they
were independent, whereas a pmi close to 0 indicates that both characters are
practically independent. A normalized version of pmi (npmi) can be achieved
by dividing the pmi by the joint self-information, i.e. − log p(ci, cj). All values
of npmi will then lie between a minimum of -1 (in the limit) and a maximum of
1, with 0 indicating independence.

With the npmi as association measure, we can then build the matrix A where
Ai,j = npmi(ci; cj). Figure 1 shows such a matrix for the first 40 most frequent
characters of the Wikipedia corpus, which account for more than 99.7% of the
occurrences in that corpus. Interpreted distributionally, this matrix features all
the information about characters with respect to their 1-character length right
or left contexts. Indeed, the ith row Ai,: collects all the association measures of
the character ci in all the right contexts. Likewise, the jth column A:,j presents
the the association measures of the character cj in all the left contexts.

The importance of this matrix is that rows and columns can be used as
explicit distributional vector representations or embeddings (cf. Levy and Gold-
berg, 2014). These explicit vector representations (EVR) can help to establish
two important facts. First, (row or column) EVRs of digits are very similar to
each other and significantly different from the rest of the characters. This is
hardly surprising if we already know what digits are and how they work. But if

19None of this is strictly necessary. A character-based model would still be able to grasp
the same properties analyzed here without any pre-processing of the corpus.
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Figure 1: Normalized PMI matrix for the 40 most frequent characters in the
English Wikipedia corpus.
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Figure 2: Hierarchical Clustering of the concatenation of left and right EVRs
for each character in the Wikipedia corpus. The distance is computed using
Ward variance minimization algorithm.

we stick to a purely distributional approach, this means that, whether we con-
sider right or left contexts, distribution is enough to constitute digits as a group
of characters clearly separate from the rest. By performing a classic hierarchical
clustering on either row or column vectors, or even better, on a concatenation
of both, thus considering the complex right-left context for each term, we can
easily confirm this fundamental fact (Figure 2).20

The fact that the EVRs corresponding to the characters 1, 2, 3, 4, 5,

6, 7, 8, 9, 0 constitute a cluster indicates that, in the current corpus, any
of those elements could, in principle, appear at the place of any other, for dis-
tributional similarity of terms entails similar predicted probability for different
contexts in distributional models. This is other way of saying that those char-
acters share the same characteristic content. Such a content determines the
existence of digits as a class, if only implicitly. While a capital letter D can
function as a symbolic representation of that class, the properties on which it
rests actually provide a way to conceive and manipulate that representation in

20The clustering is computed using Ward variance minimization algorithm. The clear dis-
tinction between the 4 main clusters is, however, consistent across different methods.
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Figure 3: PMI matrix of clusters of characters, represented by the average vector
of the members of each cluster.

distributional terms, for instance, as the average vector of all the EVRs of its
members or the centroid of their cluster.

6.2 Syntactic Content and Recursive Structure

The characteristic content of digits is not enough yet to define the content of
numerals or even characterize them as an identifiable class of expressions. After
all, the clustering procedure resulted in the identification of other classes as well.
Without further determinations, there are no reasons to believe that what we
know to be digits and sequences of digits are endowed with a specific content,
let alone an arithmetical one.

Yet, if we use the clustering information to draw a compressed version of
our original PMI matrix A by replacing all the row and column EVRs by the
distributional representation (e.g. average vector) of their corresponding clus-
ters, we can reveal a singular property of the class of digits (Figure 3). Indeed,
unlike all the other classes, when considered as a whole, the class of digits is
positively associated with itself. The analysis of the EVRs of each digit in the
original matrix shows, moreover, that every member of the class exhibits a high
pmi with all the other members, including itself. This means that, as a general
(statistical) rule, digits only appear in the context of digits. This is a remark-
able fact, which puts us on the track of a distributional characterization of the
recursive content of numbers.

Following Tomalin (2011), from the standpoint of linguistic structures, recur-
sion appears to refer to two distinct principles at least: iterative constructional
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devices and self-similar syntactic embedding. If we recall the Dedekind-Peano
axioms, both principles concur to define the recursive content of numbers. On
the one hand, the successor function plays the role of a device governing the
iterative application of a rule (usually interpreted as “adding 1”). On the other,
the stipulation that the successor of a number is also a number guarantees the
self-similarity of objects through the application of the rule. Here again, the as-
sociation between both principles is imposed as a semantic requirement, forced,
as it were, upon any syntax intending to represent numbers. If a recursive struc-
ture is to be found at the level of numerals alone, a more subtle articulation is
to be expected.

Returning to the remarkable property of the class of digits, by which digits
overwhelmingly appear in the contexts of other digits, we can see here the
rudiments of an iterative device. This can become even clearer if we recall
that, in its most elementary form, a generative language model can be seen as
a function f of a sequence of linguistic units yielding yet another unit for that
sequence. When f yields a digit based on the presence of a digit in its argument,
it mobilizes the distributional properties we have explored so far. However, the
strict iterative structure is difficult to see if we only focus on individual tokens,
like current machine learning approaches are typically supposed to do. Indeed,
no recursion is explicitly at work other than trivially if the most elementary of
models is conceived to produce, for instance, the sequence 406 as the result of
applying f to 4 and then iteratively to the resulting values: f (4) = 0, f (0) = 6.
However, we have seen that the embedding representation of all those characters
is highly similar. What f receives at each step is then a very similar vector. It is
then possible to imagine how a stronger notion of recursion can be here at work.
If an explicit representation of the class D of digits were available based on the
latter’s characteristic content, then an iterative device would become manifest
since, in this case, D turns out to be a fixed point of f , i.e., f (D) = D.

Such a fixed point can account for the iterative behavior of digits in writing.
As such, it determines a significant aspect of their syntactic content, contribut-
ing in this way to characterize a specific class of character sequences. Indeed,
numerals can be seen as the sequences of characters generated by this fixed
point, which thus informs part of their recursive structure. Under this light,
numerals appear as the Kleene closure of D, typically denoted D∗.

Assuredly, we cannot assume all these symbolic representations are explicitly
encoded in current distributional models. What is more, the functioning of
current language models is far from reducible to predicting the next token based
on the previous one alone. However, nothing prevents them from having such
a fixed point for a component f of a more complex function f ′ representing
the actual language model. In which case, the latter would count numerous
mechanisms preventing them from getting stuck in the infinite loop entailed by
any fixed point. It goes without saying that determining whether an elementary
iterative device as the one provided by a fixed point f (D) = D is present and
identifiable in current neural models is an empirical issue. What is important for
us is that such a device is derivable in principle from distributional properties
without relying on any other means than the usual mechanisms to infer features
of their latent structure, provided paradigmatic units are granted an explicit
representation in one way or another.

Notice that the iteration device here is not to be mistaken for the successor
function. Its role is strictly syntactic, generating a digit given another digit



28 Content from Expressions

/2 = - / 91 86 85 51 76 73 65 64 39 49 10 03 2 3 4 7 5 6 1 8 0 9 o a e i u fk v nb ib h y at n l r z d g k s c t f w q x p b j m =w 8k a9

2
5
3
4
6
7
1
8
0
9
=

-
/
i
o
a
e
u
y
c
w
b
f
d
s
h
l
r
q
j
z
x
n
v
p
t
m
g
k

1.0

0.8

0.6

0.4

0.2

0.0

0.2

0.4

Figure 4: Normalized pointwise mutual information (npmi) matrix with hierar-
chical clustering of rows and columns including 10 random 2-digit terms and 10
random 2-character terms for control.

in the context. As such the iterative device provided by f (D) = D seems to
suffice to characterize the syntax of numerals as sequence of digits, but not
necessarily their content. More precisely, if, following Gastaldi and Pellissier
(2021), we consider clusters of EVRs, such as D, as a formal types describing
the interaction of terms in a corpus (here, the characters), numerals could be
understood as terms of the types D, D ⊗ D , D ⊗ D ⊗ D , etc., where ⊗
denotes the compositional relation of concatenation lifted from terms to types.
However, it is not clear what distributional property characterizes all those
sequences of characters as having a common content. In other words, what
makes the different types D, D⊗D , D⊗D⊗D , etc. be “of the same type”?

The answer can come from another remarkable fact of the class of digits, mo-
tivating the second aspect of recursive structures, namely self-similar syntactic
embedding. For if we consider all the terms of the type D ⊗D, i.e., all 2-digits
sequences, and compute their EVR as we did for 1-character terms21 it appears
that, in the corpus in question, they are all similar to those of the terms of type
D, i.e. the digits. We can easily confirm this circumstance again by adding the
corresponding rows to our previous PMI matrix A and performing a clustering
of rows and columns (independently this time). We can clearly see, then, that
1 and 2-digit terms are clustered together (Figure 4).

As it has been said, terms that have similar embedding representations are
considered by the model as possible substitutions of each other in given contexts.
In our words, we have that terms of the types D and D⊗D have the same char-
acteristic content. If explicit representations were available for such types, this

21That is, computing the normalized version of the pmi(d1d2; cj) = log
p(d1d2,cj)

p(d1d2)p(cj)
for a

2-digit sequence d1d2 with respect to all the characters cj to their right, and adding the
resulting vector to the one built from the same measure but with respect to characters on the
left.
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would mean that both types are equivalent modulo their characteristic content,
or that the characteristic content of digits is preserved through concatenation.
Certainly, the finite character of the corpus will make the EVRs of sequences
of digits progressively approach the unigram distribution of characters in the
corpus after a few number of concatenations, moving away from the EVR of D.
Yet, it would only take to encode in some explicit fashion the substitutability
between D⊗D and D unambiguously resulting from the data for a distributional
model to capture an elementary principle of self-similar syntactic embedding.

That substitutability of types, based on the similarity of their characteris-
tic content—which we can informally denote by D ≃ D ⊗ D—, together with
f (D) = D, provide a distributional characterization of the recursive structure
of numerals. Together, those two principles guarantee that a digit can always be
concatenated with a digit yielding a meaningful expression, and that a sequence
of digits has the same characteristic content of a digit and hence concatenation
between digits preserves the type of content. In this way, a particular combina-
tion of the characteristic and the syntactic content of digits together with the
characteristic content of numerals can account for the latent recurrent structure
of the latter, which can be considered a fundamental aspect of the semantic of
numbers.

It is easy to see that the recursive structure at play here does not coincide
with that of the successor function. While every application of the iteration
rule does indeed yield an entity of the same kind as the previous one, nothing
guarantees that the resulting one is the successor of the original one. As an-
nounced, from a distributional perspective, the recursive behavior of numerals is
independent, in principle, from their order. In this sense, the recursive structure
derivable from distributional properties in the way suggested here is significantly
more general than the one represented by the Dedekind-Peano axioms. One can
even imagine that the same principles could account for the recursive structure
of positional numerical writing systems much more complex than the decimal
one, including the subtleties of the latter, such as the fact that the class of the
first digit in numerals excludes 0, which we decided to leave outside the scope
of this paper in the sake of simplicity. Notice however that it would suffice to
identify a similar structure over a class containing a single member to retrieve
a structure like Dedekind-Peano’s. Such a possibility is not entirely foreign to
natural language corpora such as the one used here. Indeed, characters such as
*, , ~ appear to meet those conditions. Interestingly, according to the perspec-
tive to be presented in the following section, order would follow directly from
the recursive structure in that case.

6.3 Informational Content and Total Order

As fundamental as it may be, the recursive structure is only one of the many
aspects of the content of numbers, no more than the characteristic content is
only one dimension of the formal content of numerals. If the characteristic
content were the only content of expressions, all numerals would have the same
content. Their syntactic content does not seem to help in this case. Although
the analysis of the syntactic content of numerals falls outside the scope of the
present paper, we can see that the clustering in Figure 3 suggests that, as a class,
numerals relate to the class of characters such as -, / or =, i.e., operators and
relations, which in turn relate to numerals. However, from a strictly syntactic
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perspective, any numeral accepts to be replaced by any other in the context of
operator or relation characters and other numerals, unless the content of the
latter is already differentiated in some other way.

Being acquainted with the semantics of number, we know that such a differ-
entiation finds its source in their total order, i.e., the property that, for any two
numerals, it is always possible to determine which one is greater or smaller than
the other. The successor function ensures this property trivially. However, for
the expressions obeying the recursive structure just derived, order should result
from distributional properties alone. According to the different dimensions of
content, if that differenciation is supposed to be formal, its source cannot be
other than the informational content, that is, the specific probability distribu-
tion of terms sharing the same characteristic content.

The idea that total order, as a defining property of natural numbers, can
be derived from probability distributions of numerals is certainly unintuitive.
However, it is known that numerals occurring in many kinds of real-life datasets
obey a particular distribution known as Benford’s law. The law was originally
identified as an empirical observation by Newcomb (1881) receiving further elab-
oration later by Benford (1938). It states that, in such datasets, the distribution
of the leading or first significant digit of numerals in positional notion (e.g., 4 in
406 or 7 in 0.00732) is not uniform as one would intuitively expect, but follows
a logarithmic law, namely:

p (d1) = logb

(
1 +

1

d1

)
(1)

where d1 denotes the 1st digit, d1 its numerical value (correlated to its order),
and b the base of the notation system. Thus, for a positional system in base
10 as the one we are analyzing, we have that the probability of the digit 1 to
appear as the leading digit in numerals is ∼0.301 (i.e., log10 2), while that of 9
is ∼0.046 (i.e., log10

(
1 + 1

9

)
).

It is not here the place to enter into the details of this law and its possible
explanations.22 What is important for us, is that Benford’s law provides a
principled way of connecting the statistics of digits to the order of the numbers
they represent. For if it is possible to predict the probability of the first digit d1
of numerals in specific corpora based on its numerical value d1, the reciprocal
should also be true. It should be enough to consider the inverse of Benford’s
formula, namely:

d1 =
1

bp(d1) − 1
(2)

Notice that (1) is strictly monotonic, and hence so is (2), which guarantees that
total order is preserved.

Significantly, Benford’s law is not limited to the first digit. In his original
paper, Benford had already shown how to compute the probability of the mth

22Benford’s law received many explanations, including the spread of data over several orders
of magnitude, the constant growth rate of processes represented by numbers, the scale or base
invariance of those processes, or the action of the Central Limit Theorem (cf. Miller, 2015,
for an overview). However, in recent years, Whyman et al. (2016) showed that the law is “a
consequence of the structure of positional digit systems” (p. 5), and provided a corresponding
alternative formula for the statistical estimation of first digit’s probabilities, convergent with
the traditional formula.
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digit in a numeral. What is more, it is possible to provide a generalization of
Benford’s formula for the sequence of the first m digits (cf. for instance Miller,
2015, ch. 2):

p(d1 ⊗ d2 ⊗ . . .⊗ dm) = logb

(
1 +

1∑m
j=1 djb

m−j

)
(3)

where, ⊗ denotes the concatenation of digits, as before.
It is easy to see how the sum in the right-hand side of this formula encodes

the polynomial structure underlying the positional notation system. But the
important thing for us is that, like the original formula, this generalized version
can also be inverted.

In sum, Benford’s law ensures that the numerical values of sequences of dig-
its, and a fortiori their total order, can be retrieved from their probability. It
guarantees that a function turning the latter into the former, as complex as it
may be, exists. As such, the probability distribution it describes constitutes the
theoretical distribution of our numerals and determines, in this way, their in-
formational content. Relying on this analytic characterization, such probability
function could, in principle, be approximated from the empirical statistics of an
appropriate corpus.

But only in principle. In practice things are not so simple. The first thing
to verify is whether the corpora we are interested in, i.e. natural language
corpora, is one of those “appropriate” corpora, that is, whether they actually
verify Benford’s Law. For concreteness, we will stick to the English Wikipedia
corpus.23 In this corpus, the unigram distribution of digits is nowhere near Ben-
ford’s.24 This is normal since the law should hold only for leading digits, while
the unigram distribution is an aggregate of all digits. Yet, this already tells
us that a naive approach will not do, and that the position of digits will need
to be somewhat taken into account. If we consider all the pairs of a non-digit
character and a digit, the marginal probability of digits presents a more opti-
mistic landscape. Here, the empirical probability of digits does indeed induce
the expected order, except for 9, whose probability is slightly above that of 7

and 8. However, the corresponding probabilities are not quite those predicted
by Benford’s Law. A more accurate approach, extracting all digit sequences
from the corpus and estimating the empirical probability of their leading digit
confirms this circumstance, while exhibiting a slight overestimation of 2, with-
out however affecting its order. This fact gives us a clue of what might be the
source of the divergence with respect to Benford’s law. Featuring encyclopedic
texts, dates, and years in particular, are certainly overrepresented in Wikipedia,
especially those corresponding to the past 40 years. A circumstance that can be
confirmed by computing the probability distribution for 4-digits sequences.25 If
we perform a rough normalization by computing the leading digit of numerals
of 5 digits or more, then we can see that the distribution approaches Benford’s,
and more significantly, induces the expected order over digits (Figure 5a).

23Although we are confident that the weak conclusions we will draw here would still hold
in other commonly used natural language corpora, their validity needs to be empirically
established case by case.

24For simplicity, we leave here aside the thorny consideration of 0.
25The 10 most probable sequences are: 2010: 0.021, 2011: 0.018, 2008: 0.018, 2012: 0.018,

2009: 0.018, 2007: 0.017, 2006: 0.017, 2014: 0.017, 2013: 0.017, 2015: 0.017. All of them are
in the top 30 most probable numerals of all lengths.
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Figure 5: Distribution of leading digits in the Wikipedia corpus.

One could then infer without risking much that the significant-digit law is
indeed present in natural language corpora of relatively big size, if the bias
effect of the aggregation of different numerical systems (like dates) is taken
into account and somewhat filtered out. This is not a strong assumption since
current neural models rely on tokenizing mechanisms, such as BPE (Sennrich
et al., 2016), that lexicalize frequent sequences and have an implicit normalizing
effect on the distribution of units, including numerals.26 One could also resort
to other known techniques, such as different forms of implicit or explicit matrix
factorization, which could retrieve Benford’s distribution of first digits from
empirical distributions of corpora in a natural way. But what is important for
us is not so much to retrieve Benford’s exact distribution, but a distribution of
digits that induces an order corresponding to that of their numerical content in a
robust and reliable way. Despite the fluctuations on the empirical distributions,
and modulo the normalizations mentioned, there are indications that this might
actually be the case.

However, even if this is assumed as a working hypothesis, it represents little
progress towards the ultimate goal, which is to ensure the total order, not only
of first significant digits, but of all digit sequences. The empirical distribution of
numerals in real-life corpora as the ones we are interested in is way too brittle to
rely on. In addition, the very nature of the problem implies that the probability
of finding any particular numeral in a given corpus becomes practically zero after
some relative low value (say, a couple of thousands). The strong generalization
capacity expected from a principle of total order for numerical expressions of
arbitrary length and the practically negligible data available in empirical corpora
makes a direct and naive derivation of such a principle—for instance through
simple regression over sequences of digits—effectively out of reach.

Yet, not everything is lost if we recall that our numerals are not reducible
to a simple class of sequences. Although not analytically defined in this frame-
work, the distributional characterization we proposed in the previous section
presented the numerals as a recursive construction from digits. In other words,
the class of numerals (which we can informally denote N), as long as it can

26Our current work in progress suggests that this is indeed the case for Benford’s Law.
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be distributionally characterized as such, is structured. Significantly, both here
and there, the challenge is to identify a distributional principle which would
allow a purely syntactic analysis to reach the content of N from that of D. As
for its characteristic content, the answer came from the recursive effect of the
concatenation operation ⊗ when considered at the level of explicit representa-
tions of a class of characters, namely D. The key to this construction was the
similarity of the characteristic content of D and D⊗D, directly derivable from
the distributional properties of the corpus. A similar strategy might be followed
for the generalization of the informational content of D to N .

All we need is that the principle of the informational content of D, i.e. the
law behind the probability distribution of its members ensuring the order of
their numerical content, is preserved through the operation ⊗. We already
know that the law for the leading digit (1) can be generalized for sequences of
digits of arbitrary length (3), and that both formulas are invertible, so that a
function governing the informational content of both D and N exists. If only
could we find a way to describe the latter from the former, a distributional
characterisation of total order as the informational content of numerals would
remain possible.

If we look back at equation (3) it appears that this is indeed possible. For the
generalized version of Benford’s law is expressed as a function of the numerical
value of the composing digits. But we have a way to compute those values
from the probabilities of the digits, namely through the inverse of the simple
law, as expressed in (2). Since, additionally, (3) is invertible, we have a way of
expressing the value (i.e. the order) of the concatenation of digits out of the
probability of its components.

Take, for instance, the simplest case of 2-digit numerals. If we denote B
Benford’s formula (1) for leading digits and G its generalized form (3), and
B−1 and G−1 their respective inverses, then we have that the probability of the
concatenation of digits is a function of the probability of those digits, namely:

p (d1 ⊗ d2) = C (p(d1), p(d2)) = G
(
B−1 (p (d1)) ,B−1 (p (d2))

)
It thus appears that, as a certain combination of B−1 and G, the function

C invests the operator ⊗ with a probabilistic content (thus extending the in-
formational content from classes or types to operators or connectives). Such a
content is not purely abstract since, thanks to the explicit forms of B−1 and G,
C can also be explicitly given. Indeed, for d1 and d2 the first two digits of a
numeral, we have that:

C (p (d1) , p (d2)) = logb

(
1 +

1
1

bp(d1)−1
b + 1

bp(d2)−1

)
It is possible to generalize C so that ⊗ can take arguments which are them-

selves composed, thus becoming associative. The generalization is somewhat
subtle because, as announced, the length of the sequences in the arguments
needs to be taken into account. That length is a syntactic property, and as
such, available for a purely syntactic analysis, so such a condition does not fall
outside the distributional framework.27 In any case, what is important for us is

27Indeed, Ryskina and Knight (2021) show that numerical embeddings can reliably predict
the length of the numerals.
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that a compositional principle inducing the order of numerals out of the order
of its component digits seems to be available for a statistical analysis that takes
into account our distributionally defined classes and operators (or our types and
connectives).

Certainly, it doesn’t seem reasonable to expect that an acceptable approx-
imation of Benford’s law, mapping precise probabilities into numerical values
and vice-versa, can be achieved in this way. But the truth is that this is not
strictly necessary. Because we are not here concerned with numerical values
as such, which can very well be considered a high level emergent property of
numerical systems. We are only concerned with total order. Benford’s law pro-
vides a principled way to show that the order of numerals correlates with their
probability, due to the principles of the notation system. But in its concrete
form, it is only one of the many imaginable functions realizing such a mapping.
Looking at the problem from a wider perspective, it is possible to see that Ben-
ford’s law is only a particular case of a function ensuring the lexicographical
order of compositions from the order of the components, any of which would
perfectly fulfill the requirements for the construction of a total order suggested
here.28 Deriving the informational content of ⊗, and inducing with it a total
order on N appears then much less challenging for current statistical models,
including DNNs, than deriving Benford’s laws. A simple local regression over
the empirical probabilities of 2-digit characters could be enough to approximate
such a function (cf. Figure 5b). The recursive structure of N , invested by the
informational content of ⊗ would then suffice to guarantee the total order of all
its members.

7 Conclusion

In this paper, we addressed the capacity of current deep neural machine learning
models to deal with mathematical knowledge. Instead of following a widespread
attitude in the field consisting in probing different capabilities of those models,
we adopted a strictly philosophical approach, proposing a conceptual elabora-
tion of the significance of those results from the perspective of the philosophy
of mathematics and raising the question of the conditions of possibility of the
epistemological claims implicitly or explicitly guiding the research in the field.

We thus suggested that, from a philosophical standpoint, the most original
aspect of the application of current neural models to mathematical knowledge
concerns the relation of mathematics to its own textuality, namely the fact that
mathematical content is expected—and shown to a still modest but promising
extent—to result from the analysis of pure expressions. When assessed at an
epistemological level, this radical feature can become the occasion to rethink
the nature of mathematical language in ways that are convergent with many
current trends in the philosophy of mathematics. In particular, owing to the
privileged use of neural language models, current machine learning applications
to mathematics provide the opportunity to reassess the multiple connections
between mathematical and natural language.

After exposing the challenges and possible resources for deriving mathe-
matical content from a linguistic analysis of pure expressions, we showed that

28To the best of our knowledge, the signification of Benford’s law with respect to all functions
realizing lexicographical order is still to be studied.
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the chances of success of such an undertaking are fundamentally tied to the
foundations of distributional analysis, the critical assessment of which seems
underestimated in the current state of the art. Therefore, in the last two sec-
tions of our paper, we engaged in a philosophical and conceptual elaboration of
the elementary principles of distributionalism. We first focused on the relation
of pure expressions to meaning, proposing a conception of sense as an effect,
rooted, among others, in the different dimensions of a formal content (charac-
teristic, syntactic and informational). Finally, armed with those concepts and
relying on empirical data of a natural language corpus, we proposed a detailed
illustration of how a principled distributional approach would be able to ac-
count for significant aspects of the content of numerical expressions in a way
compatible with the original challenges identified in this paper.

The conceptual and sometimes highly speculative elaborations presented
in this paper are not intended as an exact framework for the construction of
yet another formal model but as philosophical orientations and rudiments for
a thorough epistemological investigation of the new and often surprising line
of research opened by the application of deep neural models to mathematical
knowledge. When critically assessed—which in short means: when, instead of
dwelling on metaphoric discussions about neural models, we take them for what
they are, namely textual approaches to mathematical practices—then, the study
and adoption of such models might turn out to be fruitful for the philosophical
but also the historical and sociological investigation of mathematics. We hope
these pages represent a first step in this direction.
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Juan Luis Gastaldi. Une archéologie de la logique du sens : arithmétique et
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