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Abstract: In a world more and more affected by natural and/or industrial disasters, it is essential to understand, analyze and control human behavior during such events. The work presented in this article is one of the results of a transdisciplinary collaboration between geographers, psychologists, mathematicians, computer scientists, operational staff and stakeholders in risk management. This collaboration made it possible to identify the diverse behavioral reactions that can occur during a disaster and to propose a categorization of these behavioral states and their transitions. These behavioral dynamics are described by the APC (Alert–Panic–Control) mathematical model, which integrates two key elements (among others) during disasters: cognition and social contagion. Several scenarios are developed, and a qualitative analysis of the model is conducted to better understand the role of crowd density and risk culture on behavioral dynamics.
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1. Introduction

The last decades have been marked by a sharp increase in the number of disasters with a clear decrease in human losses and a strong increase in financial losses. This observation, particularly noticeable in developed countries, is a source of optimism. But new risks are constantly being announced for the future, and some of them might develop into disasters, or even crises. They could concern cyberculture, biotechnologies, pandemics, various forms of urban terrorism and climate change [1]. A risk-free society is therefore not to be expected anytime soon. If the future does not seem much more encouraging than the close past, there is no reason to be alarmist, as Western societies sometimes seem to be. On the contrary, it is all the more important to expand our understanding of the reality of a risk or disaster and of how to anticipate and manage them [2–4] but also of how people react to them [5–9]. This reaction is the main focus of research today. What do we know about the human reactions of individuals and populations during disasters? Knowledge is still limited, except for the fact that forms of collective panic have been observed and
transcribed during natural, technological, and health disasters [10–13] even though this has given rise to sometimes heated debate between different scientific communities [14–16]. Now that national and regional officials are legally responsible for incidents caused by the management of crowds and large gatherings, these panic reactions are even more feared by those in charge of responding to disasters that cannot be easily managed because they are triggered and spread like wildfire. Panic behaviors alone are not sufficient to describe these collective behaviors. Controlled behaviors have also been reported [17–19]: some reflect static reactions such as immobility and bewilderment; others reflect dynamic reactions such as deliberate flight, exit or even mutual aid [20–22]. Finally, research in psychology and neuroscience has suggested that human beings rarely remain frozen in a single behavioral state but go through a chain of reactions from the beginning to the end of a disaster.

When individuals adapt their behavior to a disaster, they become less vulnerable and prevent a fatal situation of collective panic. This is particularly true during sudden and unforeseen disasters where it is impossible to deploy crisis management staff in the field before the occurrence of the event. In this context, policies in France and Europe for preventing and managing risks and disasters that initially focused on actions and strategies aimed at mitigating or even eliminating hazards and threats now aim at “helping citizens to be active in ensuring their own safety” (in France: civil protection modernization act no. 2004-811 of 13 August 2004). To be active in ensuring their own safety means to adapt their behavior to the disaster that is occurring and to do so as ordinary citizens when faced with an exceptional event and not as persons trained to respond to uncertainty and emergencies. Hence the first question to which we will suggest possible answers: How can citizens be prepared to adopt the most appropriate behavior(s) during a disaster that occurs suddenly and unexpectedly? To answer this first question, the concept of risk culture is usually brought into play. Our objective will be to determine the potential impact of the risk culture on the emergence and potentially the dissemination of controlled collective behaviors rather than collective panic behaviors. The second question linked to the first is how to identify the diverse behaviors, the temporal patterns specific to each of them, and the changes from one behavioral state to the other—that is, how several reactions are linked together to deal with a disaster. Our objective is to model these behavioral dynamics.

To answer these different questions and meet these objectives, a highly interdisciplinary collaboration has been developed within the Com2SiCa research project, whose aim is to understand and simulate human behavior in disaster areas. This research project involves both academics (geographers, psychologists and mathematicians specialized in modeling risks, disasters, and human behavior in these situations of uncertainty) and governmental and non-governmental operational staff involved in managing crises and disasters such as emergency response teams on site that ensure the protection of the population and their safety (rescue service), and the local officials in charge of crisis management or of major risk prevention (Prefecture of the Alpes-Maritimes, Departmental Directorate of Territories and the Sea of the Alpes-Maritimes, Departmental Fire and Rescue Service of the Alpes-Maritimes, Paris Fire Brigade, National Police, Municipal Police of Nice, Regional Health Agency, the Major Risks Department of the Nice Côte d’Azur Metropolitan city of Nice, the Major Risks Department of Le Havre Seine Métropole Urban Community, National Union of Communal Social Action Centers). More details are available at https://www.com2sica.cnrs.fr/ (accessed on 11 July 2023).

Effective collaboration is particularly essential because operational staff and policymakers in charge of risk management must deal with situations that involve many complex interaction systems that are difficult to dissociate. The geography of risks serves to better identify and understand these different interaction systems (behaviors, spatial constraints, etc.), and mathematical models can reconstruct situations in which these different interaction systems can be dissociated to gain a better understanding of them. The co-constructed models thus enrich our knowledge of these complex processes and enlighten politicians in their decision making. Supplementary information about this interdisciplinary cooperation and the research background can be found in [1, 22, 23].
The models that we have developed here disregard the dynamics of collective pedestrian movements [24–30] and focus on aspects that were often less detailed in the previous models: the modeling of behavioral states, the way they evolve during a disaster, and the phenomena of social propagation of these states which we summarize under the name of behavioral dynamics. Note that if spatial configurations have an impact on these behavioral dynamics [1,31–34] previously studied in [35], we are not taking them into account in this paper, which only focuses on the impact of risk culture on these dynamics.

Two scales can be used to model behavioral dynamics and interactions: the individual level (a micro-approach that usually uses agent-based models) and the collective level (a macro-approach that usually uses models based on dynamical systems) (see Figure 1).

![Figure 1. Analysis and comparison of the two behavioral modeling approaches based either on individual descriptions leading to multi-agent systems or on descriptions of populations leading to dynamical systems (top of the figure). The agent-based approach requires an element of randomness when generating individuals because knowledge or data serving as a reference is only available at the scale of populations.](image)

In micro- or agent-based models [27,36,37] a degree of randomness must be introduced in the behavior of individuals; behaviors assigned to individuals cannot therefore be fully justified scientifically. These models give the appearance of great precision, and yet they allow a very large degree of freedom that prevents any control of the dynamics, which is needed to understand the processes that generate them. Because of these limitations, we did not use this type of modeling to analyze collective behavioral dynamics in disaster situations, since the objective of policies and notably of risk policies is to manage and regulate situations at the collective level and not to manage each individual. We therefore selected a model based on dynamical systems with parameter settings suited to this management scale. The tools and laws defined within the framework of a risk policy are intended for the entire population, and they act on a macroscopic scale. They are then adopted or not by each person (see Figure 2). What policymakers need to know is precisely whether these actions (laws, regulations, etc.) collectively modify behavior and reduce the vulnerability of populations by raising their awareness about risks. This is why the proposed macroscopic models are useful decision-making tools for operational staff. In addition, these models integrate available knowledge about the collective properties of a population and about the process(es) involved in a disaster without needing quantitative data. Indeed, models based on ordinary differential equations (ODEs) are built with parameters well suited to the actions of operational staff, which are actions intended for a group and not for individuals. For example, the simple, continuous modification of a parameter considered important, in this case the risk culture parameter, is sufficient to deduce variations in collective human behavioral dynamics. These models therefore gather available knowledge about the emergency and can be used as a tool to train operational staff and develop our understanding of the emotional behavior of individuals that can lead to panic, among other reactions.
Starting from 2014, a few studies based on epidemic macroscopic models have appeared in the literature in order to investigate the propagation of emotions in a population. An SIRLS (Susceptible–Infected–Recovered–Latent–Susceptible) model was developed to study the propagation and control of panic emotions in a population during emergencies [38]. More recently, a PCR model (Panic–Control–Reflex) [23,39] based on cognitive sciences and the mathematical modeling of infectious diseases was proposed to describe the different human behavioral dynamics during catastrophic events. Both approaches highlight the importance of taking into account the phenomenon of emotion contagion when modeling populations in disaster situations. The second, however, proposed by our consortium not only focuses on panic; it also presents an accurate analysis and classification of the behaviors depending on the different brain regions that are activated and the different behavioral transitions. This approach is based on a model inspired by neuroscience which may, however, be insufficient to describe the social interactions involved in behavioral changes.

In order to include both cognition and social contagion [40,41] in our modeling, these two aspects are understood from the perspective of emotional load and regulation [42], which leads to a richer mathematical model, the APC model (Alert–Panic–Control). Using the APC model proposed here, we studied the potential impact of risk culture on the different behaviors that can be adopted.

The paper is organized as follows. In Section 2, we present the different behavioral categories we consider in our study and we introduce the thematic hypotheses on the behavioral transitions based on this categorization and our data collections. Section 3 proposes the APC model, a mathematical model based on nonlinear ODEs, that describes human collective behaviors in disaster situations. Section 4 develops a qualitative analysis of the model. For this analysis, we identify parameter values that reflect contexts with a dense or sparse population and different levels of risk culture. This analysis allows us to identify the parameter values that lead to the predominance of a panic or a controlled behavior.
2. Behavior Characterization

2.1. Behavioral Diversity Drawn from a Variety of Corpora

To grasp the full diversity and complexity of behavioral responses in disaster situations, we observed and analyzed these situations in different types of corpora used in the humanities and social sciences, namely: texts, audio and video material, and maps. These complementary corpora were used to collect and produce data drawn from real or simulated disasters.

2.1.1. Concerning the Collection of Data and Knowledge Regarding Human Behavior during Real Disasters

The textual and audio material was collected from governmental and non-governmental frontline responders on disaster scenes (terrorist attacks, wars, natural and industrial disasters, etc.). Their very presence in these locations makes them valuable witnesses, and their experience and knowledge are essential for research and for anticipating and managing major crises. Three focus group surveys (12 March 2018, 13 April 2018, 9 and 10 October 2018) and two workshops (5 November 2018, and 19 June 2019) were organized with crisis response teams from the Alpes-Maritimes and Seine-Maritime departments (France) participating in the Com2SiCa research program (to be more precise, the Alpes-Maritimes Departmental Fire and Rescue Service, the Prefecture of the Alpes-Maritimes, the Departmental Directorate of Territories and the Sea of the Alpes-Maritimes, the Paris Fire Brigade, the National Police, the Municipal Police of Nice, the Regional Health Agency, the Nice Côte d'Azur Metropolis and city of Nice for the Major Risks Department, Le Havre Seine Métropole Urban Community for the Major Risks Department, the National Union of Communal Social Action Centers). In addition to these sessions, a series of individual interviews were carried out during 2020 and 2021 with experts (emergency doctors, psychologists, first-aid responders, crisis managers) who often deal with major disasters. The persons interviewed included the founder of the national network of medical and psychological emergency units, the Paris Fire Brigade, the Alpes-Maritimes Departmental Fire and Rescue Service, and the Interministerial Crisis Management Operational Center.

All these sessions (focus groups, workshops, and interviews) were recorded in full and supplemented by observation notes taken by the consortium researchers and photographs. The audio data recorded were then transcribed in full. In addition to the textual and audio material, a corpus of videos of close to forty major events belonging to the three major families of disasters (natural, technological, and societal) was also collected and analyzed to capture the diversity of human behaviors experienced on disaster scenes [22]. These videos were extracted from television reports, surveillance camera footage, videos recorded by response teams or posted on the Internet and on social networks. Once processed, these textual, audio and video corpora provided information on human behaviors observed on the actual scene of natural, technological, or societal disasters, on the categories of behavior that dominate in these scenes, and on the context (cultural, spatial, or environmental) that can influence behavior.

2.1.2. Concerning the Collection of Data and Knowledge Regarding Human Behavior during Simulated Disasters

We conducted immersive interviews with the population on actual sites in Nice in September 2018 and in Le Havre in May 2019 (individual 45-minute interviews with a total of 60 people surveyed on both sites). These protocols immersed participants in a sound and visual environment (a tsunami scenario of seismic origin in Nice and a technological accident scenario in Le Havre). Their behavioral reactions were then observed, recorded, and identified. The trajectories people followed to exit the imagined or project situation were mapped, and the emotional load of each respondent was measured on a qualitative scale [43].

Recently promising possibilities have been offered by virtual computer-based experiments [44]. Our research team added an innovative protocol of virtual reality immersion
to the experiments based on simulated situations [45]. The virtual reality immersion was carried out in a closed and controlled location at the Pays de la Loire Psychology Laboratory (Nantes) over the year 2020. It was based on the scenario of the arrival of a tsunami wave of seismic origin on a beach of Nice [46], which is a scenario that is now included in official French training material. The study more specifically analyzed the psychological, behavioral, and physiological reactions (physiological measures of stress) of participating volunteers. The scenario also included virtual characters (avatars) in order to allow researchers to observe reactions in a context of social interaction (between the volunteer and the virtual characters). The topographical data of the beach (width of the beach, presence of stairs, pebbles, access guardrails, etc.) was calibrated by precise measurements made during field surveys in Nice [45].

The processing of these different corpora provided the quantitative, qualitative, and spatial data used for the mathematical models (notably the types of behavior, changes in behavioral states and maps of movement trajectories).

2.2. Behavioral Categories

The diverse human behaviors were qualified and categorized into three behavioral states (alert, control and panic) identified by the analysis of the different corpora presented in Section 2.1 More than 60 human behaviors were identified. (Work on these results is in progress and has been recorded in internal reports communicated to the National Research Agency funding the project.) This categorization was achieved by using two important variables in emotional psychology: emotional charge or intensity (level of stress, nervousness, fear, etc.) and emotional regulation (the ability of people to control this charge) [47]. By crossing all these variables, we were able to qualify a wider range of responses or behaviors in disaster situations than panic only, as shown in Figure 3. Thus, we distinguish the following:

- **Alert states (A)** that designate a set of micro-behaviors that can be observed from physical movements (a startled expression, rapid eye movements, questioning people nearby verbally or with the eyes). The alert state corresponds to a phase of assimilation.

![Figure 3](image_url)

**Figure 3.** The classification of the different behaviors during a catastrophic event organized according to the emotional charge and its regulation.
It marks a break from ordinary behavior and corresponds to the very short time spent looking for information about the scenario the participant is experiencing. In the alert state, the person is in a state of uncertainty; the emotional charge is low even if some body signals may signal a break with the everyday behavior previously mentioned, such as for example an increased heartbeat rate.

- The controlled states or behaviors (C) are deliberate behaviors which designate a set of reactions with a more or less strong emotional charge that is regulated. Controlled behaviors are diverse: they can designate pro-social behaviors (mutual aid, protection, caring for others) but also anti-social behaviors (theft, looting, voyeurism, etc.). In other words, the notion of control designates the ability to regulate one’s emotions, to act and to adapt one’s behavior to the crisis context (it does not mean, however, that the behavior ensures the safety or survival of the person nor that it is virtuous, social, or exemplary with respect to a social norm).

- The set of panic behaviors (P) refers to uncontrolled behaviors dominated by fear-related emotions. Panic behavior implies a strong emotional charge and weak regulation, which is ineffective for regaining a controlled state. Different behaviors can reflect a panic state: panic flight, stupor, disorderly agitation [10].

These states were qualified by the intensity of the emotional charge and regulation, using the following approach:

- Alert states: low emotional charge and high emotional regulation.
- Controlled states: low or high emotional charge and high emotional regulation.
- Panic states: high emotional charge and low emotional regulation.

Furthermore, it is well known that during a disaster, human beings do not maintain the same behavior during the entire event. Instead, sequences of different reactions can be observed. For example, an alert state is adopted as soon as the event occurs. People then adopt a panic or controlled behavior depending on their past experience and risk culture.

Based on our categorization and in support of the analyses of the corpora presented in Section 2.1, we advance the following thematic hypotheses:

- The alert state can be very short and most often occurs at the very beginning of the event. However, depending on the characteristics of the event, if it is repeated as during earthquakes for example, the alert state may return, notably after a controlled state, but this is more rarely observed.

- An individual must pass through a controlled state to recover a pseudo-ordinary, everyday behavior which cannot be recovered as long as the person is in a panic state.

- We considered behavioral transitions according to two distinct processes: aggregation on one hand and imitation and propagation on the other. These processes, presented below, allow us to study the behavioral dynamics:
  - Intrinsic transitions linked to individual characteristics (age, experience, risk culture, etc.) and behaviors become collective by aggregation when a synchronization of individual behaviors occurs without necessarily any voluntary coordination or interaction among the group.
  - Transitions due to imitation and propagation, which allow us to understand the emergence of collective behaviors due to interaction within a population or a crowd. In some cases, the contagion processes can be caused by imitation, which is linked to a well-known phenomenon in social psychology, that is, social comparison [40]. The only behaviors that cannot be imitated are of the alert type. By nature, and because they are short, they cannot be imitated by populations in a panic or controlled state [48]. These propagation and imitation processes are used to study the dissemination of behaviors in time and space.

- Despite several interviews and focus groups carried out with a variety of persons who have experienced crises, knowledge is still uncertain regarding the changes in behavior linked to the presence of deceased people on a disaster scene. We therefore posit as a hypothesis that the impact of mortality on behavior does not create a feedback loop.
In the next section, we will build the APC mathematical model from these different thematic hypotheses.

3. Development of the Alert–Panic–Control Mathematical Model and Simulation of Behavioral Dynamics

Before going into the details of the APC model, we will first present what distinguishes it from the PCR mathematical model that the consortium had previously developed [39].

The PCR (Panic–Control–Reflex) model was based on a set of neurobiological responses to a threat, or a stress response, which is observed in the areas of the brain involved in these behavioral responses [49,50]. Two categories of behaviors were proposed: automatic, instinctive behaviors commanded by the reptilian brain, and acquired and controlled behaviors commanded by the prefrontal cortex. The first category includes the reflex behaviors of instinctive flight, panic, and bewilderment. The second category includes controlled or deliberate behaviors [23]. It should be noted that an automatic behavior does not mean that it is irrational. The fact that a reaction is automatic or instinctive does not imply that it is irrational, inappropriate, or wrong. The same applies to controlled behavior, which is not necessarily adapted to the situation. The PCR model was enriched by knowledge drawn from the psychology of emotions, as presented in Section 2. The new model proposed, known as the APC (Alert–Panic–Control) model, makes a distinction between states of Alert, Control, or Panic. As mentioned above, these states are qualified by the two key factors of emotion management that were selected: emotional charge or intensity (high or low) and emotional regulation (high or low) (see Figure 3).

With this new approach, data collected from observation and analysis of the surveys and experiments can be used to calibrate and constrain the mathematical model: that is, to define parameter ranges and orders of magnitude, and to validate sensitivity analyses. The sensitivity analysis, the identifiability study and the estimation of the parameters from the data collected were completed and are the subject of another study [51].

In this paper, we focus on presenting the model and designing realistic scenarios (Section 3) for studying the effects of population density and risk culture on behavioral dynamics (Section 4).

3.1. The APC Mathematical Model

The APC (Alert–Panic–Control) model we propose here is a compartmental model inspired by classical epidemic mathematical models such as the SIR (Susceptible–Infected–Recovered) one (see for example [52–54]). The APC model diagram is represented in Figure 4.

![Figure 4. Transfer diagram for the APC (Alert, Panic and Control) model. The intrinsic transitions are represented in solid lines, while the imitation ones are in dashed lines.](image-url)

In this paper, we model the behavior of a population that experiences a sudden, rapid-onset catastrophic event without warning signs. We note \( t_0 \) as the initial moment of the event, and for \( t \geq t_0 \), according to the behavioral categories identified in Section 2.2, we introduce the following state variables:
- $a(t)$ is the density of population in a state of alert;
- $p(t)$ is the density of population in a state of panic;
- $c(t)$ is the density of population in a state of control.

In addition, we denote by
- $q(t)$ the density of population with an everyday behavior;
- $b(t)$ all the behaviors of everyday life after the disaster;
- $v(t)$ the density of the population that loses its life during the disaster.

We suppose that at the beginning, the entire population has an everyday behavior. Then, after the catastrophe is triggered (represented here by a function $\gamma$ defined later), people pass through a state of alert before adopting a panic or controlled behavior by an intrinsic reaction or an imitation process. A possible return to an alert behavior is also taken into account. In Figure 4, the intrinsic transitions are represented by solid lines, while the imitation processes are in dashed lines. The possible death of the three populations is considered. Finally, a return to an everyday behavior can only be achieved from a controlled behavior and only after a certain time (see the thematic hypotheses in Section 2.2). This transition is modeled by the function $\varphi$ defined below.

Therefore, based on the transfer diagram of Figure 4, we present the first equation of the APC model:

$$\frac{da(t)}{dt} = \gamma(t)q(t) - (B_1 + B_2 + D_a)a(t) + B_3c(t) + B_4p(t) - F(a(t), c(t))a(t)c(t) - G(a(t), p(t))a(t)p(t).$$

The density of $a$ increases as a result of the density of people $\gamma(t)q(t)$ who adopt an alert state due to the triggering of the catastrophe. Moreover, the intrinsic transitions from one behavior to another are represented by the linear terms $-(B_1 + B_2 + D_a)a(t) + B_3c(t) + B_4p(t)$. Figure 4 shows the direction of each transition and the corresponding transfer rate. In particular, $D_a$ is the mortality rate of population $a$. Functions $F$ and $G$ model the imitation transitions. We recall that the alert behavior cannot be imitated; thus, the imitation processes are only from alert to panic and from alert to control.

To model the imitation phenomena, the dominant mass principle is used. Indeed, when populations with different behaviors meet, depending on their ratio among the populations, imitation transitions can take place. The function that models the fact that people with an alert behavior become controlled by imitating people with a controlled behavior is a function of the control/alert ($\frac{c}{a}$) ratio defined as

$$F(a, c) = a\xi\left(\frac{c}{a + \epsilon}\right)$$

with $0 < \epsilon << 1$, in order to avoid singularities, and

$$\xi(w) = \frac{w^2}{1 + w^2}, \quad w \in \mathbb{R}$$

a function that asymptotically tends to 1. Function $\xi$ (see Figure 5) was chosen to model the fact that people in a state of alert adopt a controlled behavior only if there is a majority of controlled people.

By analogy, for the imitation process from alert to panic, we have:

$$G(a, p) = \beta\xi\left(\frac{p}{a + \epsilon}\right).$$
Figure 5. Function $\xi$ in the imitation interactions terms. This sygmoidal function was chosen to model the fact that the behavior of the majority is the most imitated behavior.

In the same way, we can derive the equations for the other state variables. Therefore, the complete APC model reads as ($t \geq t_0$):

$$\frac{da(t)}{dt} = \gamma(t)q(t) - (B_1 + B_2 + D_a)a(t) - F(a(t), c(t))a(t)c(t)$$

$$- G(a(t), p(t))a(t)p(t) + B_3c(t) + B_4p(t),$$

$$\frac{dp(t)}{dt} = B_2a(t) + C_2c(t) - (B_1 + C_1 + D_p)p(t)$$

$$+ G(a(t), p(t))a(t)p(t) - H(c(t), p(t))c(t)p(t),$$

$$\frac{dc(t)}{dt} = B_1a(t) + C_1p(t) - (B_3 + C_2 + D_c)c(t)$$

$$+ F(a(t), c(t))a(t)c(t) + H(c(t), p(t))c(t)p(t) - \varphi(t)c(t),$$

$$\frac{dq(t)}{dt} = -\gamma(t)q(t),$$

$$\frac{db(t)}{dt} = \varphi(t)c(t),$$

$$\frac{dv(t)}{dt} = D_0a(t) + D_c(c(t) + D_p p(t)).$$

The imitation processes between panic and control can go in both directions. Therefore, similarly to functions $F$ and $G$ previously, function $H$ reads as:

$$H(c, p) = H_{p\rightarrow c}(c, p) - H_{c\rightarrow p}(c, p),$$

with

$$H_{p\rightarrow c}(c, p) = \gamma_{p\rightarrow c}(\frac{c}{p + \epsilon})$$

and

$$H_{c\rightarrow p}(c, p) = \gamma_{c\rightarrow p}(\frac{p}{c + \epsilon}).$$

Moreover, the function $\varphi$ describes the transition to an everyday behavior that is supposed to be adopted only from a controlled behavior. This function is chosen according to the nature of the disaster studied.

Here, we are interested in the scenario of any sudden event, typically a tsunami on the French Riviera [46] or a technological incident on the site of an urban industrial port. The impact zone under study is the beach of Nice. We suppose this disaster to be unexpected; thus, we consider the following functions $\gamma$ and $\varphi$ to model the onset of the catastrophe and the transition to a pseudo-everyday life behavior, respectively (see Figure 4):

$$\gamma(t) = \zeta(t, 1, 3) \quad \text{and} \quad \varphi(t) = \zeta(t, 70, 100), \; t \in \mathbb{R},$$

(2)
with \( \zeta \) defined as: for \( \tau_0 \leq t \leq \tau_1 \), \( \tau_0, t, \tau_1 \in \mathbb{R} \),

\[
\zeta(t, \tau_0, \tau_1) = \begin{cases} 
0 & \text{if } t < \tau_0 \\
1 & \text{if } t > \tau_1 \\
\frac{1}{2} - \frac{1}{2} \cos \left( \frac{t - \tau_0}{\tau_1 - \tau_0} \pi \right) & \text{if } \tau_0 \leq t \leq \tau_1
\end{cases}
\]

As can be seen in Figure 6, function \( \gamma \) increases sharply and such that in three minutes, the majority of the population with an everyday behavior becomes alert. Furthermore, we suppose that people can return to everyday behavior only after a predefined time from the beginning of the catastrophe. This predefined time was taken as 70 min in our simulations.

![Figure 6](image-url)

Figure 6. Functions (a) \( \gamma(t) = \zeta(t, 1, 3) \) and (b) \( \phi(t) = \zeta(t, 70, 100) \). Function \( \gamma \) increases sharply from \( \tau_0 = 1 \) and \( \tau_1 = 3 \) to model the fact that after three minutes, the majority of the population with an everyday behavior becomes alert. We suppose that people can only return to everyday life behavior after 70 min from the beginning of the catastrophe; therefore, we choose \( \tau_0 = 70 \) for function \( \phi \).

Remark 1. It is easy to notice that

\[
\forall t \geq t_0, \quad \frac{da(t)}{dt} + \frac{dp(t)}{dt} + \frac{dc(t)}{dt} + \frac{dq(t)}{dt} + \frac{db(t)}{dt} + \frac{dv(t)}{dt} = 0.
\]

The fifth equation, describing the time evolution of the return to an everyday behavior, is a linear combination of the other equations of the model, which means that we can reduce our system to five equations in terms of the state variables \( x = [a, p, c, q, v]^T \).

Throughout this study, we suppose that before the disaster, the whole population under study had an everyday behavior. This hypothesis is taken into account by the following initial condition: \( x_0 = (0, 0, 0, 1, 0)^T \).

Tables A1 and A2 in Appendix A sum up the functions and the parameters of the APC model.

3.2. Scenarios of Behavioral Dynamics for Different Levels of Risk Culture and Population Density

We consider two factors that have an effect on behavioral dynamics; these are the risk culture and the population density. Therefore, in this paper, we propose scenarios and related numerical simulations with a dense or sparse population and with a low or high risk culture. The APC model has 13 parameters (see Table A2 in Appendix A). Their calibration is therefore relatively complex, and it is difficult to understand the impact of all of these parameters on the behavioral dynamics. In this section, we show how, drawing from the knowledge of domain experts, we can deduce hypotheses regarding certain parameters and choose parameter values that produce realistic simulations. This choice of parameters is justified in Section 4, which develops a more detailed study of the behavior of the system before return to everyday life.

According to the humanities and social sciences [55–57], imitation phenomena are most often observed in the case of very dense populations. Therefore, to model this type of population, we need to put a stronger emphasis on imitation interactions (that is,
the functions $F$, $G$ and $H$) than on intrinsic ones (that is, the linear terms in system (1)). Moreover, in a low risk culture hypothesis, the intrinsic transitions toward panic seem to be the predominant ones, and that is what we suppose hereinafter.

To verify that the model reproduces the observations of the experts, for each set of parameters, we compare the inflow corresponding to imitation with the one corresponding to intrinsic transitions.

Then, for all $t \geq t_0$, we define:

$$\text{Im}_p(t) = H_{c \rightarrow p}(c, p) + G(a, p) = \gamma_{c \rightarrow p} p(t) c(t) + \beta_p \left( \frac{p(t)}{a(t) + \epsilon} \right) p(t) a(t), \quad \text{(3)}$$

$$\text{In}_p(t) = B_2 a(t) + C_2 c(t). \quad \text{(4)}$$

$\text{Im}_p(t)$ represents the density of people who at each instant $t$ adopt a panic behavior by imitation, while $\text{In}_p(t)$ represents the density of those who adopt a panic behavior via intrinsic transitions (see also the APC transfer diagram in Figure 4). The comparison of these two quantities allows us to observe which transition is the predominant one and at which time imitation processes exceed intrinsic ones.

By analogy, we note for all $t \geq t_0$:

$$\text{Im}_c(t) = H_{p \rightarrow c}(c, p) + F(a, c) = \gamma_{p \rightarrow c} p(t) c(t) + \alpha_c \left( \frac{c(t)}{p(t) + \epsilon} \right) c(t) a(t). \quad \text{(5)}$$

$$\text{In}_c(t) = B_1 a(t) + C_1 p(t). \quad \text{(6)}$$

Thus, $\text{Im}_c(t)$ represents the density of people who adopt a controlled behavior by imitation at each instant $t$ while $\text{In}_c(t)$ represents the density of the population that adopts a controlled behavior intrinsically.

In the case of a dense population, since imitation processes are the predominant ones, we select the coefficients of the imitation functions between 0.5 and 1, while for a sparse population, these parameters are less than 0.5. Moreover, in order to model a low risk culture, that is the fact that the intrinsic transitions toward panic are the most significant ones, we suppose $B_2 > B_1$ (that is, the intrinsic transitions from alert to panic are more significant than those from alert to control) and $C_2 > C_1$ (that is, the intrinsic transitions from control to panic are more significant than those from panic to control). Four different scenarios are presented below, according to Table 1. The choice of the specific numerical values of the different model parameters in the scenarios presented below will be clearer after reading Section 4, where a qualitative analysis of the system dynamics is developed in detail.

**Table 1. Different scenarios considered in numerical simulations.**

<table>
<thead>
<tr>
<th>Density of Population</th>
<th>Risk Culture</th>
<th>Low</th>
<th>Strong</th>
</tr>
</thead>
<tbody>
<tr>
<td>dense</td>
<td>$B_2 &gt; B_1, C_2 &gt; C_1$</td>
<td>$1 &gt; \alpha, \beta, \gamma_{c \rightarrow p}, \gamma_{p \rightarrow c} &gt; 0.5$</td>
<td>$B_2 &lt; B_1, C_2 &lt; C_1$</td>
</tr>
<tr>
<td>sparse</td>
<td>$B_2 &gt; B_1, C_2 &gt; C_1$</td>
<td>$0 &lt; \alpha, \beta, \gamma_{c \rightarrow p}, \gamma_{p \rightarrow c} &lt; 0.5$</td>
<td>$B_2 &lt; B_1, C_2 &lt; C_1$</td>
</tr>
</tbody>
</table>

It should be noted that for all the scenarios presented below, the mortality rate values are deliberately low in line with one of our hypotheses (Section 2.2) and with the fact that in developed countries, fatalities are usually relatively limited [58]. From now on, we always assume $D_a = D_c = D_p = 10^{-4}$. Also, the values of the parameters $B_3$ and $B_4$ are low compared to the parameter values of the other intrinsic transitions because, as mentioned in Section 2.2, the probability of returning to a state of alert during the event is low. We therefore choose $B_3 = B_4 = 10^{-3}$. 
3.2.1. Scenario of a Dense Population with a Low Risk Culture

In the case of a dense population, since the imitation processes are the predominant ones, we select coefficients for the imitation functions between 0.5 and 1, while the intrinsic transitions rates are supposed to be less than 0.5. Moreover, in order to model a low risk culture, that is the fact that the intrinsic transitions toward panic are the most significant ones, we suppose $B_2 > B_1$ and $C_2 > C_1$.

Let us consider the following two sets of parameters:

$$B_1 = 0.05, \ B_2 = 0.075, \ C_1 = 0.2, \ C_2 = 0.3, \ \alpha = 0.6, \ \beta = 0.6, \ \gamma_{p \rightarrow c} = 0.6, \ \gamma_{c \rightarrow p} = 0.7 \quad (7)$$

and

$$B_1 = 0.05, \ B_2 = 0.075, \ C_1 = 0.29, \ C_2 = 0.3, \ \alpha = 0.75, \ \beta = 0.7, \ \gamma_{p \rightarrow c} = 0.8, \ \gamma_{c \rightarrow p} = 0.7 \quad (8)$$

For both cases, Figure 7 represents the flux toward control due to intrinsic (green solid line) or imitation (blue dashed line) transitions, the transitions toward panic, and the time evolutions of the three main behaviors. For the set of parameters (7) the predominant behavior is panic (as can be noticed in Figure 7c). After $t = 70$ min, both the controlled and panic behaviors decrease. This is due to the action of function $\varphi$, since people start to adopt a pseudo-normal behavior.
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**Figure 7.** Two examples of a dense population with a low risk culture for the set of parameters (7) (in (a–c)) and (8) (in (d–f)). For both cases, (a,d) on the left represent the flux toward control due to intrinsic (green solid line) or imitation (blue dashed line) transitions. In the center, (b,e) compare the flux toward panic due to intrinsic (green solid line) or imitation (blue dashed line) transitions. Finally, on the right, (c,f) represent the time evolution of the three main populations $a$, $p$ and $c$.

We can see in Figure 7b, by comparing the functions $Im_p$ and $In_p$, that people who experience a transition toward panic adopt this behavior mostly by imitation. These results agree with the observations of psychologists: in a high-density scenario, behaviors are mainly adopted by imitation.

Finally, it is interesting to note that some parameter values make the system converge mostly to a controlled behavior, even in the case of a dense population with a low risk culture. This is the case of the set of parameters (8) (see Figure 7f).

3.2.2. Scenario of a Sparse Population with a Low Risk Culture

For the scenario of a sparse population with a low risk culture, we once again choose two sets of system parameters:
\[ B_1 = 0.05, \quad B_2 = 0.075, \quad C_1 = 0.2, \quad C_2 = 0.3, \quad \alpha = 0.1, \quad \beta = 0.1, \quad \gamma_{p \rightarrow c} = 0.1, \quad \gamma_{c \rightarrow p} = 0.2 \quad (9) \]

and

\[ B_1 = 0.05, \quad B_2 = 0.075, \quad C_1 = 0.29, \quad C_2 = 0.3, \quad \alpha = 0.4, \quad \beta = 0.1, \quad \gamma_{p \rightarrow c} = 0.4, \quad \gamma_{c \rightarrow p} = 0.2 \quad (10) \]

As opposed to the previous case, this is a low-density hypothesis; therefore, the intrinsic transitions are the predominant ones. Moreover, for the same reason, parameters \( \alpha, \beta, \gamma_{p \rightarrow c} \) and \( \gamma_{c \rightarrow p} \), that is, the coefficients for the imitation functions \( F, G \) and \( H \), are set below 0.5. Finally, it is worth noting that we still have hypotheses \( B_2 > B_1 \) and \( C_2 > C_1 \) since we are considering low risk culture scenarios here.

Figure 8a,b confirm that with our choice of parameters, (9) intrinsic transitions prevail over imitation ones. In this scenario, panic behaviors are still the most adopted ones. Conversely, for the set of parameters (10), the predominant behavior after 20 min is the controlled one.

**Figure 8.** Two examples of a sparse population with a low risk culture for the set of parameters (9) (in (a–c)) and (10) (in (d–f)). For both cases, (a,d) on the left represent the flux toward control due to intrinsic (green solid line) or imitation (blue dashed line) transitions. In the center, (b,e) compare the flux toward panic due to intrinsic (green solid line) or imitation (blue dashed line) transitions. Finally, on the right, (c,f) represent the time evolution of the three main populations \( a, p \) and \( c \).

By comparing the two scenarios in Figures 7c and 8c, that is, the two cases of dense or sparse population, we notice that we obtain more or less the same qualitative results: a predominance of panic. However, this panic behavior is the consequence of two different processes: in the first case of a dense population, the prevalence of panic is due to imitation processes, in the second one of a sparse population, it derives from intrinsic transitions.

### 3.2.3. Scenario of a Dense Population with a High Risk Culture

In this case, we are still interested in a dense population, so we select coefficients for the imitation functions between 0.5 and 1, while the intrinsic transition rates are supposed less than 0.5. Moreover, we suppose a high risk culture here, meaning that the most significant intrinsic transitions are toward control: we suppose \( B_1 > B_2 \) and \( C_1 > C_2 \).

Let us consider the following set of parameters:

\[ B_1 = 0.05, \quad B_2 = 0.03, \quad C_1 = 0.2, \quad C_2 = 0.1, \quad \alpha = \beta = \gamma_{p \rightarrow c} = \gamma_{c \rightarrow p} = 0.7 \]

We can see in Figure 9, by comparing the functions \( Im_p \) and \( Im_p \), that people who experience a transition toward control adopt this behavior mostly by imitation processes.
These results agree with the observations of psychologists: in a high-density scenario, the behaviors are mainly adopted by imitation.

Figure 9. Example of a dense population with a high risk culture. (a) Flux toward control due to intrinsic (green solid line) or imitation (blue dashed line) transitions. (b) Flux toward panic due to intrinsic (green solid line) or imitation (blue dashed line) transitions. (c) Time evolution of the three main populations \(a\), \(p\) and \(c\). Here, \(Im_c\) is greater than \(In_c\); thus, the imitation transitions toward control are the predominant ones and almost 90% of the population adopts a controlled behavior (see (c)).

3.2.4. Scenario of a Sparse Population with a High Risk Culture

For the scenario of a sparse population with a high risk culture, we choose the following parameter values:

\[
B_1 = 0.05, \quad B_2 = 0.03, \quad C_1 = 0.2, \quad C_2 = 0.1, \quad \alpha = \beta = \gamma_{p \rightarrow c} = \gamma_{c \rightarrow p} = 0.2. 
\]

It is worth noting that we have still the hypotheses \(B_1 > B_2\) and \(C_1 > C_2\). With respect to the previous case, parameters \(\alpha\), \(\beta\), \(\gamma_{c \rightarrow p}\) and \(\gamma_{p \rightarrow c}\) of the imitations functions \(F\), \(G\) and \(H\) are set at less than 0.5, since, as mentioned before, in a low-density case, the intrinsic transitions are the predominant ones.

Figure 10a,b show that with this choice of parameters, intrinsic transitions prevail over imitation ones. In this scenario, controlled behaviors are still the most adopted ones, since we suppose a population with a high risk culture.

Figure 10. Example of a sparse population with a high risk culture. (a) Flux toward control due to intrinsic (green solid line) or imitation (blue dashed line) transitions. (b) Flux toward panic due to intrinsic (green solid line) or imitation (blue dashed line) transitions. (c) Time evolution of the three main populations \(a\), \(p\) and \(c\). Here, \(In_c\) is greater than \(Im_c\); thus, the intrinsic transitions toward control are the predominant ones, and after a transient phase, control is the most adopted behavior.

The numerical simulations in this section show that different parameter choices sometimes lead to the same qualitative results, such as a predominance of panic or controlled behaviors before a return to everyday life starting from \(t = 70\) min. To try to better understand the impact of the different parameters on the overall dynamics of the system, we carried out a more in-depth qualitative study of the transitory dynamics before return to everyday life, which are presented in the next section.
4. Qualitative Analysis of the Dynamics before the Return to Pseudo-Everyday Behaviors

We are interested here in the equilibrium points of the APC model. In particular, we aim to investigate the influence of the different parameters on the transient equilibria (those before the onset of function $\varphi$ and therefore before the possible return to an everyday behavior $b$). For this purpose, let us suppose function $\varphi$ equal to zero for all $t$, so from now on, the variable $b$ is omitted.

From the fourth equation of (1), we have
$$\gamma q = 0,$$
that is, $q = 0$. Moreover, from the last equation of system (1), it is straightforward to notice that at the equilibrium point, we have
$$D_\alpha a + D_\varepsilon c + D_\sigma p = 0,$$
that is $a = p = c = 0$. The equilibrium point is thus the trivial one where the extinction of the entire population occurs. In order to consider non-trivial equilibria, in the following, the mortality rates are supposed equal to zero. Therefore, the variable $v$ is omitted.

Moreover, $\varepsilon$ being a very small parameter, we now suppose that it is equal to zero. Since our system is closed, with no individuals arriving from the outside, and we suppose that no subsequent hazards or threats will be occurring, the alert state is a predominant behavior at the onset of the catastrophe, but it will disappear in the course of the event. Therefore, we are interested in equilibria of the form $(a, p, c, q) = (0, \bar{p}, \bar{c}, 0)$ and in the following analysis, we suppose $B_3 = B_4 = 0$. It is worth noting that since the population is constant, $\bar{p} + \bar{c} = 1$.

For the discussion in the following, we briefly recall that (see Figure 4):

- $C_1$ is the rate of the intrinsic transition from panic to control;
- $C_2$ is the rate of the intrinsic transition from control to panic;
- $\gamma_{p\rightarrow c}$ is the coefficient of the imitation term from panic to control;
- $\gamma_{c\rightarrow p}$ is the coefficient of the imitation term from control to panic.

Our purpose is to investigate how the risk culture and the properties of the population have an impact on the different behaviors and, in particular, which is the predominant behavior between panic and control. Details of mathematical analyses of the system can be found in Appendix B. Here, we present the main results and their interpretation.

4.1. Low Risk Culture

We consider here the case of a low risk culture scenario as defined previously in Table 1, where the intrinsic transitions toward panic are the most significant ones, and in particular $C_2 > C_1$.

It is possible to observe that the number of equilibria of the form $(0, \bar{p}, \bar{c}, 0)$ and the values of $\bar{p}$ and $\bar{c}$ depend only on the parameters $C_1$, $C_2$, $\gamma_{p\rightarrow c}$ and $\gamma_{c\rightarrow p}$ (see Appendix B). Here, for each case of Figure 11, we assign different values to the coefficients $C_2$ and $\gamma_{c\rightarrow p}$, and we investigate the number and the type of equilibria as a function of $C_1$ and $\gamma_{p\rightarrow c}$. In Figure 11a–c, we consider the case where $\gamma_{c\rightarrow p}$ and $\gamma_{c\rightarrow p}$ are less than 0.5, that is, the case of a sparse population. In Figure 11d–f, the imitation coefficients are greater than 0.5, and the scenario of a dense population is taken into account.

Depending on the values of $C_2$ and $\gamma_{c\rightarrow p}$, we can encounter up to four different behaviors:

- In region $R_1$ (dark blue), we have a unique equilibrium point of the form $(0, \bar{p}, \bar{c}, 0)$, where $\bar{p} < 0.5$. Since $\bar{p} + \bar{c} = 1$, it means that in this configuration, the density of population with controlled behaviors is greater than 0.5, and thus, controlled behaviors are predominant during the transient dynamics.
• In region $R_2$ (cyan), there are three equilibrium points of the form $(0, \bar{p}, \bar{c}, 0)$. Two of them exhibit $\bar{p} < 0.5$, while the third one has $\bar{p} > 0.5$.
• In region $R_3$ (yellow), there are three equilibrium points of the form $(0, \bar{p}, \bar{c}, 0)$. One of them exhibits $\bar{p} < 0.5$, while the other two have $\bar{p} > 0.5$.
• In region $R_4$ (red), the system exhibits a unique equilibrium point of the form $(0, \bar{p}, \bar{c}, 0)$, where $\bar{p} > 0.5$. For these parameters’ values, our system converges toward an equilibrium with a majority of panic reactions.
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**Figure 11.** Equilibria of the form $(0, \bar{p}, \bar{c}, 0)$ in the hypothesis of low risk culture, as a function of $C_2 - C_1$ and $\gamma_{c \rightarrow p}$. In (a–c), a sparse population is considered, while in (d–f), a dense population is taken into account. The parameter space is divided into four regions: $R_1$ is the mono-stability region with predominance of control; in region $R_2$, we have three equilibria with two of them with $\bar{p} < 0.5$; in region $R_3$, we have three equilibria with two of them with $\bar{p} > 0.5$; finally, $R_4$ is the mono-stability region with a predominance of panic. The system behavior in the points labeled as $S_1$ and $S_2$ in (c), and $S_3$ and $S_4$ in (f), is analyzed in greater detail in Figure A1.

It is worth noting that the straight line that separates regions $R_1$ and $R_4$, and regions $R_2$ and $R_3$, has the equation $\gamma_{p \rightarrow c} - \gamma_{c \rightarrow p} = 4(C_2 - C_1)$, and it represents the scenarios when the equilibrium point is $(0, \bar{p}, \bar{c}, 0) = (0, 0.5, 0.5, 0)$, which is the case when the proportion of panic and controlled behaviors have the same value (see Appendix B for supplementary details).

From Figure 11a–d, we note that even in a case of low risk culture, it is possible to have a majority of control behaviors. This is what we have shown in the numerical simulations with the sets of parameters (8) and (10) in regions $R_1$ of Figure 11c,d, respectively. Indeed, in order to have a system that is certain to converge to a configuration with a predominance of controlled behaviors, two properties are needed:

• The difference in value between the intrinsic transitions $C_2$ and $C_1$ must be small.
• The process of imitation from panic to control must dominate the opposite process: that is, the process of imitating individuals in a state of panic. Notably, we were able to demonstrate that the coefficient relating to the imitation from panic to control $\gamma_{p \rightarrow c}$ must be greater than $4(C_2 - C_1) + \gamma_{c \rightarrow p}$.
These two properties show that in the context of a low risk culture, actions must focus on both intrinsic transitions and imitation processes. This last result could appear counter-intuitive, because it shows that even in a situation where the population is sparse, the imitation process plays a role and must therefore be taken into account by those involved in preventing and managing risks and disasters.

Remark 2. The choice of parameters $C_1$, $C_2$, $\gamma_{p\rightarrow c}$ and $\gamma_{c\rightarrow p}$ we made for the parameter set (7) in Section 3 belong to region $R_4$ in Figure 11a. It is interesting to notice that even if the system we are studying in this section is not exactly the one simulated in Section 3 (for instance, in (7), $B_2$, $B_4$ and the mortality terms are not zero, as we supposed here), the numerical simulations show the same qualitative behavior before $t = 70$ min: that is, a predominance of panic reactions (Figure 7). Thus, the qualitative analysis we have developed here can guide the choice of the different parameters.

To complete the information, the values of the parameter set (8) correspond to a point in region $R_1$ of Figure 11a. Finally, the choice of parameters $C_1$, $C_2$, $\gamma_{p\rightarrow c}$ and $\gamma_{c\rightarrow p}$ we made for the parameter sets (9) and (10) are in regions $R_4$ and $R_1$ of Figure 11d, respectively.

In regions $R_1$ and $R_4$, the system exhibits a unique equilibrium point, and the system converges to this configuration. Therefore, in these two regions, the system is monostable. On the contrary, in regions $R_2$ and $R_3$, the system is bistable: that is, we have three equilibria, two of them are stable, one with $p < 0.5$ and the other with $p > 0.5$. As we have stated before, we suppose that the whole population under study at $t = 0$ has an everyday behavior: that is, our system starts from the initial condition with $q = 1$ and $a = p = c = 0$. We aim to investigate toward which of the two stable equilibria our system will converge. We will show that the parameters involved in the transitions from alert to panic and from alert to control play an important role in the convergence of the system toward a predominance either of panic or control. Further details about the behavior of our system in bistable regions $R_2$ and $R_3$ can be found in Appendix B.

4.2. High Risk Culture

We have repeated the same analysis under the hypothesis of high risk culture: that is, $C_2 < C_1$. This time, the theoretical results we found (see Appendix B) lead us to determine $C_1$ and $\gamma_{p\rightarrow c}$ and to consider the number of equilibria of the form $(0, p, c)$ as a function of $C_1 - C_2$ and $\gamma_{c\rightarrow p}$. Here, $\gamma_{p\rightarrow c} = 0.2$ or $\gamma_{p\rightarrow c} = 0.7$ in order to model the two cases of either sparse or dense population. The results are represented in Figure 12. Also in this case, the parameter space is divided into the four regions: $R_1$, $R_2$, $R_3$ and $R_4$.

Figure 12a–d show that even in a configuration with a high risk culture dominated by equilibrium states that converge toward a majority of controlled behaviors, we can still find equilibria around a majority of panic behaviors with certain parameter values. This situation arises when:

- The difference in value between the intrinsic transitions $C_2$ and $C_1$ is small.
- The process of imitation from control to panic is predominant compared to the process in the other direction: that is, the imitation of controlled persons by persons in a state of panic. Notably, we were able to demonstrate that the coefficient relating to the imitation from control to panic $\gamma_{c\rightarrow p}$ must be greater than $4(C_1 - C_2) + \gamma_{p\rightarrow c}$.

These results show once again that imitation plays an important role and that even in a situation of high risk culture, panic can take over in some scenarios.

The dynamics of the system in bistable regions $R_2$ and $R_3$ can also be analyzed (similarly to the results of Figure A1 in the case of a low risk culture). We observe that in this case, the system mainly converges toward a configuration where the predominant population has a controlled behavior. Moreover, by comparing Figures 11 and 12, it is interesting to note that in a certain sense, regions $R_1$ and $R_4$ are inverted, as are regions $R_2$ and $R_3$. 

\[ \text{Remark 2.} \]
Figure 12. Equilibria of the form $(0, \bar{p}, \bar{c}, 0)$ in the hypothesis of a high risk culture as a function of $C_1 - C_2$ and $\gamma_{c \rightarrow p}$. In (a–c), a sparse population is considered, while in (d–f), a dense population is taken into account. The parameter space is divided into four regions: $R_1$ is the mono-stability region with a predominance of control; in region $R_2$, we have three equilibria with two of them with $\bar{p} < 0.5$; in region $R_3$, we have three equilibria with two of them with $\bar{p} > 0.5$; finally, $R_4$ is the mono-stability region with a predominance of panic.

5. Conclusions

One of the major challenges today for researchers and crisis responders is to understand how a population reacts to a disaster. This paper presents the results of an interdisciplinary collaboration between mathematicians, geographers and psychologists which led to the design of an innovative mathematical model (the APC model) of human behavior in the event of a disaster. Our mathematical modeling approach focused on the macroscopic and collective scale of a population in the event of a sudden disaster without warning signs. We used this approach to study the influence of risk culture and social contagion on behavioral dynamics. We demonstrated in different scenarios (dense or sparse population with different levels of risk culture) how intrinsic transitions and imitation processes have an impact on the development of different panic and controlled behaviors. A calibration of our model has been carried out by exploiting data from a virtual reality experiment in a scenario of a tsunami in Nice (France) [51]. A next step would be to model how the risk of collective panic is managed by the actions and responses of frontline responders [59,60]. In addition, the APC model was not designed to deal with collective pedestrian movements, which can be associated with behaviors in a crisis. It only considers the temporal behavioral dynamics. Spatio-temporal behavioral dynamics will therefore be addressed in future models at different scales. Initial studies have already been developed using diffusion models on networks [35,61]. Finally, a web-based human behavior simulation platform has been developed to provide different audiences (academic experts, operational staff and the general public) with a tool for implementing and using models in a user-friendly interface and for appropriating the behavioral dynamics and envisaged evacuation paths (see www.com2sica.cnrs.fr, Platform tab).
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Appendix A

The following tables summarize the functions and the parameters of the APC model.

Table A1. Functions in the APC model.

<table>
<thead>
<tr>
<th>Functions</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beginning of the catastrophe</td>
<td>$\gamma(t)$</td>
</tr>
<tr>
<td>Leaving from the impact zone</td>
<td>$\phi(t)$</td>
</tr>
<tr>
<td>Imitation functions</td>
<td>$F, G, H$</td>
</tr>
</tbody>
</table>

Table A2. Parameters of the APC model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic evolution from alert to control</td>
<td>$B_1$</td>
</tr>
<tr>
<td>Intrinsic evolution from alert to panic</td>
<td>$B_2$</td>
</tr>
<tr>
<td>Intrinsic evolution from control to alert</td>
<td>$B_3$</td>
</tr>
<tr>
<td>Intrinsic evolution from panic to alert</td>
<td>$B_4$</td>
</tr>
<tr>
<td>Intrinsic evolution from control to panic</td>
<td>$C_1$</td>
</tr>
<tr>
<td>Intrinsic evolution from panic to control</td>
<td>$C_2$</td>
</tr>
<tr>
<td>Mortality rates</td>
<td>$D_a, D_p, D_c$</td>
</tr>
<tr>
<td>Imitation from alert to control</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>Imitation from alert to panic</td>
<td>$\beta$</td>
</tr>
<tr>
<td>Imitation from panic to control</td>
<td>$\gamma_{p\rightarrow c}$</td>
</tr>
<tr>
<td>Imitation from control to panic</td>
<td>$\gamma_{c\rightarrow p}$</td>
</tr>
</tbody>
</table>

Appendix B

We present here some results about the transient equilibrium points of our APC model. Under the hypotheses $D_i = 0$ ($i \in \{a, p, c\}$), $\varphi = 0$, $\varepsilon = 0$ and $B_3 = B_4 = 0$, the system becomes:

$$\begin{align*}
\frac{da}{dt} &= \gamma q - (B_1 + B_2)a - \alpha \frac{ac^3}{a^2 + c^2} - \beta \frac{ap^3}{a^2 + p^2}, \\
\frac{dp}{dt} &= B_2a + C_2c - C_1p + \beta \frac{ap^3}{a^2 + p^2} - \gamma_{p\rightarrow c} \frac{pc^3}{p^2 + c^2} + \gamma_{c\rightarrow p} \frac{p^3c}{c^2 + p^2}, \\
\frac{dc}{dt} &= B_1a + C_1p - C_2c + \alpha \frac{ac^3}{a^2 + c^2} + \gamma_{p\rightarrow c} \frac{pc^3}{p^2 + c^2} - \gamma_{c\rightarrow p} \frac{p^3c}{c^2 + p^2}, \\
\frac{dq}{dt} &= \gamma q. 
\end{align*}\tag{A1}$$
Since, for \( \varepsilon = 0 \), we obtain
\[
F(a, c) = ac^2 = \frac{c^2}{a^2 + c^2}
\]
\[
G(a, p) = \beta \xi (\frac{p}{a}) = \beta \frac{p^2}{a^2 + p^2}
\]
\[
H(c, p) = -\gamma c \xi (\frac{p}{c}) + \gamma c \xi (\frac{c}{p}) = -\gamma c \xi (\frac{p}{c^2 + p^2} + \gamma c \xi (\frac{c^2}{c^2 + p^2})
\]

Let us remark that also in this case, we have
\[
\sigma(p, q) = \frac{p^2}{c^2 + p^2} + \gamma c \xi (\frac{c^2}{c^2 + p^2})
\]

Searching the equilibrium points comes back to find the set of solutions \((a, p, c, q) \in [0, 1]\) of the following system:
\[
\begin{align*}
\gamma q - (B_1 + B_2) a - \frac{ac^3}{a^2 + c^2} - \beta \frac{ap^3}{a^2 + p^2} &= 0, \\
B_2 a + C_1 = C_2 - C_1 p + \frac{p^3}{a^2 + p^2} - \gamma c^3 \xi (\frac{pc^3}{c^2 + p^2} + \gamma c^3 \xi (\frac{p^3}{c^2 + p^2}) &= 0, \\
B_1 a + C_1 p - C_2 c + \frac{ac^3}{a^2 + c^2} + \gamma c \xi (\frac{pc^3}{p^2 + c^2} - \gamma c \xi (\frac{p^3}{p^2 + c^2} &= 0, \\
\gamma q &= 0.
\end{align*}
\]
(A2)

From the last equation, we have directly \( q = 0 \). From the first equation, we have \( a = 0 \) or
\[
-(B_1 + B_2) - \frac{ac^3}{a^2 + c^2} - \beta \frac{p^3}{a^2 + p^2} = 0.
\]

If \( a = 0 \), by exploiting the relation \( c = 1 - a - p - q = 1 - p \), the second equation becomes:
\[
C_1 (1-p) - C_1 p - \gamma c \xi (\frac{p^3 (1-p)}{p^2 + (1-p)^2}) + \gamma c \xi (\frac{p^3 (1-p)}{(1-p)^2 + p^2} = 0,
\]

that is
\[
\Pi(p) = (\gamma p \xi c - \gamma c \xi p) p^4 - (2(C_1 + C_2) + 3\gamma p \xi c - \gamma c \xi p)p^3 + (4C_2 + 2C_1 + 3\gamma p \xi c)p^2
\]
\[
- (3C_2 + C_1 + \gamma p \xi c) p + C_2 = 0.
\]
(A3)

In order to investigate the number of equilibrium points in the form \((0, \beta, \varepsilon)\), we have to deduce the number of roots of \( \Pi \) in the interval \((0, 1)\). For this purpose, we exploit Vincent’s theorem [62] and the Uspensky’s test [63]. The number of real roots of \( \Pi \) in the interval \((0, 1)\) is bounded above by the quantity
\[
\sigma_{(0,1)}(\Pi) = \sigma \left( (1 + p)^{\text{deg} \Pi} \Pi \left( \frac{1}{p + 1} \right) \right)
\]

where \( \sigma(f) \) is the number of sign variations in the sequence of the coefficients of polynomial \( f \). It is worth remarking that Uspensky’s test gives the exact number of positive roots only if \( \sigma_{(0,1)}(\Pi) = 0 \) or \( \sigma_{(0,1)}(\Pi) = 1 \).
From algebraic manipulation, it yields:

$$\tilde{\Pi}(p) = (1 + p)^{\deg \tilde{\Pi}} \left( \frac{1}{p + 1} \right)$$

$$= C_2 p^4 + (C_2 - C_1 - \gamma_{p \to c}) p^3 + (C_2 - C_1) p^2 + (C_2 - C_1 + \gamma_{c \to p}) p - C_1.$$ 

Polynomial $\tilde{\Pi}$ can be written as

$$\tilde{\Pi}(p) = \sum_{i=0}^{4} a_i p^i,$$

with

$$a_4 = C_2,$$

$$a_3 = C_2 - C_1 - \gamma_{p \to c},$$

$$a_2 = C_2 - C_1,$$

$$a_1 = C_2 - C_1 + \gamma_{c \to p},$$

$$a_0 = -C_1,$$

respectively. It is straightforward to notice that $a_4 > 0$ and $a_0 < 0$. Table A3 gives us all the possible cases, depending on the signs of $a_1$, $a_2$ and $a_3$.

<table>
<thead>
<tr>
<th>#</th>
<th>$a_4$</th>
<th>$a_3$</th>
<th>$a_2$</th>
<th>$a_1$</th>
<th>$a_0$</th>
<th>Number of Sign Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>1</td>
</tr>
</tbody>
</table>

Table A3. Different cases for the sign of the coefficients of $\tilde{\Pi}$ and the number of sign changes in the sequence of coefficients of polynomial $\tilde{\Pi}$.

Only in cases 1, 2, 3 and 8 is it possible to deduce definitively the number of roots. By exploiting the definition of coefficients $a_i$, we can conclude that:

- Case 1: conditions $a_3 > 0$, $a_2 > 0$ and $a_1 > 0$ imply $C_2 - C_1 > \gamma_{p \to c}$.
- Case 2: it is not possible to have at the same time $a_2 > 0$ and $a_1 < 0$. Therefore, this case is not admissible.
- Case 3: it is not possible to have at the same time $a_3 > 0$ and $a_2 < 0$. Therefore, this case is not admissible.
- Case 8: conditions $a_3 < 0$, $a_2 < 0$ and $a_1 < 0$ imply $C_2 - C_1 < -\gamma_{c \to p} < 0$.

For the same reasons as in Cases 2 and 3, it is possible to see that Cases 4 and 7 are not admissible. On the contrary, Case 5 takes place if $-\gamma_{c \to p} < C_2 - C_1 < 0$, while Case 6 occurs when $0 < C_2 - C_1 < \gamma_{p \to c}$.

In summary, it yields:

- In case of low risk culture (that is, when $C_2 > C_1$)
  - If $C_2 - C_1 > \gamma_{p \to c}$, then the system exhibits only one equilibrium point;
  - If $0 < C_2 - C_1 < \gamma_{p \to c}$, then the system exhibits either three or one equilibrium points.
- In case of strong risk culture (that is, when $C_2 < C_1$)
If $C_2 - C_1 < \gamma_{c \rightarrow p}$, then the system exhibits only one equilibrium point;
- if $-\gamma_{c \rightarrow p} < C_2 - C_1 < 0$, then the system exhibits either three or one equilibrium points.

Moreover, it is possible to deduce additional results by exploiting the Intermediate Value Theorem. Indeed, $\Pi(0) = C_2 > 0$ and $\Pi(1) = -C_1 < 0$; thus, the theorem confirms that at least one solution of (A3) is in the interval $[0, 1]$.

In addition,
$$\Pi\left(\frac{1}{2}\right) = \frac{\gamma_{c \rightarrow p} - \gamma_{p \rightarrow c} + 4(C_2 - C_1)}{16}.$$ Therefore:

(i) In Case 1, $C_2 - C_1 > \gamma_{p \rightarrow c}$, then $\Pi\left(\frac{1}{2}\right) > 0$, so the unique solution of (A3) in the interval $(0, 1)$ is actually in the interval $\left(\frac{1}{2}, 1\right)$. An equilibrium point of the system is thus in the form $(0, p, c, 0) = (0, \rho, 1 - \rho, 0)$, with $\rho > \frac{1}{2}$. We have a majority of people in the panic behavior than in the control one.

(ii) If $\gamma_{c \rightarrow p} - \gamma_{p \rightarrow c} = -4(C_2 - C_1)$, then $\Pi\left(\frac{1}{2}\right) = 0$. This implies then $\left(0, \frac{1}{2}, \frac{1}{2}, 0\right)$ is an equilibrium point of the system.

(iii) In Case 8, we have $C_2 - C_1 < -\gamma_{c \rightarrow p} < 0$. This implies $\Pi\left(\frac{1}{2}\right) < 0$, so the unique root of (A3) in the interval $(0, 1)$ locates in the interval $\left[0, \frac{1}{2}\right]$. An equilibrium point of the system is thus in the form $(0, \rho, c, 0) = (0, \rho, 1 - \rho, 0)$, with $\rho < \frac{1}{2}$. We have a majority of people in the control behavior rather than in the panic one.

From these results, it is natural to numerically investigate in the cases $0 < C_2 - C_1 < \gamma_{p \rightarrow c}$ and $-\gamma_{c \rightarrow p} < C_2 - C_1 < 0$ the exact number of equilibria (see Figures 11 and 12). In particular, let us notice that when we cross the boundary between region $R_1$ and region $R_3$ (and the one between regions $R_4$ and $R_2$, respectively) in Figures 11 and 12, our system changes from a monostable to a bistable behavior. This transition is characterized via the appearance of a double real solutions of polynomial (A3). By exploiting the notion of the discriminant of a polynomial, it is possible to characterize this transition. Indeed, the discriminant of a polynomial is defined as the product of the squares of the differences of the polynomial roots, and it vanishes in the presence of a multiple root. Therefore, the boundary between region $R_1$ and region $R_3$ (and the one between regions $R_4$ and $R_2$, respectively) in Figures 11 and 12 is the locus of points (in the parameter space where the discriminant of (A3) is equal to zero.

In order to deeply investigate the system behavior in regions $R_2$ and $R_3$, we choose $C_1, C_2, \gamma_{p \rightarrow c}$ and $\gamma_{c \rightarrow p}$ such that we are in regions $R_2$ and $R_3$, respectively. We do this in both cases: sparse population (Figure 11c) and dense population (Figure 11f). In the two regions $R_2$ and $R_3$, the system is bistable: that is, there are two stable equilibria, one with $\rho < 0.5$ and the other with $\rho > 0.5$. In Figure A1, it is possible to notice the impact of the parameters involved in the transitions from alert to panic and from alert to control, that is $B_1$, $B_2$, $\alpha$ and $\beta$, on the convergence of the system. We recall that
- $B_1$ is the rate of the intrinsic transition from alert to control;
- $B_2$ is the rate of the intrinsic transition from alert to panic;
- $\alpha$ is the coefficient of the imitation term from alert to control;
- $\beta$ is the coefficient of the imitation term from alert to panic.

Indeed, these parameters do not play a role in the value of the equilibria (that is, on the exact value of $\rho$ and $c$) but on their basins of attraction. They have an impact on the fact that the system is attracted to the equilibrium with $\rho > 0.5$ or to the one with $\rho < 0.5$. 


For simulations represented in Figure A1, we choose the parameters $C_1$, $C_2$, $\gamma_{p\rightarrow c}$ and $\gamma_{c\rightarrow p}$ in order to be either in region $R_2$ or in region $R_3$ of Figure 11c,f. The four cases are indicated with labels $S_i$ ($i + 1, \ldots, 4$) in Figure 11c,f. Moreover, we fix $B_1$ and $\alpha$. The exact values of all the parameters for each simulation can be found in Table A4. In Figure A1b,d, we fix the parameters in order to be in two configurations of region $R_2$ in Figure 11c,f, respectively. In Figure A1a,c we fix the parameters in order to be in two configurations of region $R_3$ in Figure 11c,f, respectively. For all these cases, we denote in blue if the system converges toward the equilibrium with $\bar{p} < 0.5$, while in red, the cases when the system converges to a majority of panic are represented. Since Figure 11 represents scenarios of low risk culture, we consider only $B_2$ such that $B_2 > B_1$. In (a)–(b), a sparse population is considered, so $\beta < 0.5$, while in (c)–(d), the scenario under study is the one with a dense population, so $\beta > 0.5$. It is possible to see that the system converges to an equilibrium with $\bar{p} < 0.5$ only for values of $B_2$ close to $B_1$ and for low values of $\beta$.

![System behaviour in the bistable regions](image)

**Figure A1.** In regions $R_2$ and $R_3$, two stable equilibria exist: one with a majority of control behaviors (that is $\bar{p} < 0.5$) and the other with a preponderance of panic behaviors (with $\bar{p} > 0.5$). The choice toward which equilibrium the system converges depends on the parameters involved in the transitions between alert and panic (or control). Here, in blue, we denote the cases when the system converges to an equilibrium configuration with $\bar{p} < 0.5$, while red indicated the convergence to the equilibrium with $\bar{p} > 0.5$. We fix the parameters $B_1$ and $\alpha$, and we study the system behavior as a function of $B_2$ and $\beta$. In (a,b), we are in the points of the parameter space of Figure 11c labeled as $S_1$ and $S_2$, while in (c,d), we are in the points of the parameter space of Figure 11f labeled as $S_3$ and $S_4$. See Table A4 for the values of all the parameters exploited in these simulations. The system converges to the equilibrium with a majority of control behaviors only for values of $B_2$ close to $B_1$ and low values of $\beta$. 

---
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Table A4. Parameters values for the numerical simulations in Figure A1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Simulations</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>0.07</td>
<td>0.07</td>
<td>0.08</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>$\gamma_{p \rightarrow c}$</td>
<td>0.4</td>
<td>0.3</td>
<td>0.9</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>$\gamma_{c \rightarrow p}$</td>
<td>0.2</td>
<td>0.2</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>$B_1$</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.4</td>
<td>0.4</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
</tr>
</tbody>
</table>
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