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A Model of the Formation of Multilayer Networks∗

Pascal Billanda, Christophe Bravardb, Sumit Joshic,

Ahmed Saber Mahmudd, Sudipta Sarangie

Abstract

We study the formation of multilayer networks where payoffs are determined by the de-

grees of players in each network. We begin by imposing either concavity or convexity in

degree on the payoff function of the players. We then explore distinct network relationships

that result from inter- and intra-network spillovers captured by the properties of supermod-

ularity/submodularity and strategic complementarity respectively. We show the existence of

equilibria and characterize them. Additionally, we establish both necessary and sufficient con-

ditions for an equilibrium to occur. We also highlight the connection, in equilibrium, between

inter-network externalities and the identity of linked players in one network given the identity

of linked players in the other network. Furthermore, we analyze efficient multilayer networks.

Finally, we extend our models to contexts with more than two layers, and scenarios where

agents receive a bonus for being connected to the same individuals in both networks.
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1 Introduction

Individuals, firms, and nations are typically connected with each other bilaterally in

multiple networks. Yet we know very little about the formation of multiple networks,

especially about how one network may impact the formation of the other networks. For

instance, an individual’s social network can easily affect their professional network since

firms routinely examine a job applicant’s social media profile before hiring. Belonging

to a peer-to-peer marketing network like Amway might negatively impact other people’s

decisions to extend a friendship link while belonging to a baking club might positively

impact this decision. Similarly, membership in certain golf clubs or being part of an

alumni network can have impacts on a person’s business network.

The purpose of this paper is to develop a model of the simultaneous formation of

multiple networks within the same universe of agents. This allows us to focus on who

will form links with whom, based on the nature of spillovers across networks. We call

such networks multilayer networks. The extensive literature on single layer network

formation can be seen as a special case similar to the partial equilibrium analysis of

markets: it is assumed that the other networks do not play a significant role. In fact,

to extend this market analogy further, the formation of bilateral links across several

networks is akin to engaging in general equilibrium analysis where multiple markets

affect each other.

To illustrate why the study of multilayer network formation is important relative

to single network formation consider the following scenario. Suppose that the network

under scrutiny is a dominant group network, i.e., a network where agents with links are

all linked together while the remaining agents have no links. Moreover, suppose that

the researcher knows that externalities obtained by agents from links in which they

are not involved are very low. When considering only one network (only externalities

between the links formed by players in the network), based on the existing literature

(Goyal and Joshi, 2006), the researcher may infer that the player’s payoff function is

not concave in the number of links formed by her. However, as we will show, the same

architecture can also arise when the payoff function of a given player is concave in the

player’s own links, and there are externalities between the links formed by this player

in distinct networks. In other words, ignoring one network may lead the researcher

to make incorrect inferences about equilibrium networks. Hence, it is important to be

aware of situations where individuals are members of multiple networks, especially in

the presence of externalities across these networks.

To address such issues, our paper takes the first step towards incorporating cross
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network effects by studying the simultaneous formation of two different networks using

the standard toolkit of microeconomic theory. Our objective is to provide a modeling

framework for such networks and also identify the insights and challenges that might

arise in going from single layer to multilayer networks.1 Apart from showing that

equilibrium multilayer networks always exist, the questions addressed in the paper can

be summarized as follows: How do the incentives and patterns of connections differ

depending on the nature of the externalities across different network layers? How do

externalities within each layer alter these outcomes? How does inequality in links across

agents in one network generate or undermine inequality in the other?

We follow Jackson (2014) who suggests that an ideal model of network formation

should be link based by using agents’ degrees as the components of the payoff function.

Moreover, an individual’s degree turns out to be critical in many situations like the

labor market, for bargaining or risk sharing, and for firms it is well known that they

matter for collaborative research. In order to disentangle the impact of different types

of externalities, we introduce two different models of multilayer network formation. In

the first model, called the Multilayer Degree model (or Degree model), we examine

situations where every player’s payoff function has two arguments: the number of

links or degrees he has in networks G and H respectively. In other words, a player’s

payoff depends on the number of his own links in the two networks. We then study

network formation using very standard properties. So, we first consider convexity and

concavity in the two arguments of the payoff function. We also examine the impact

of externalities across networks by imposing supermodularity or submodularity on the

arguments of the payoff function, i.e., we assume that links in one network affect the

marginal profitability of forming links in the other network. The strategic aspect of

network formation derives from the fact that link formation requires mutual consent.

The second model is called the Multilayer Externality model (or Externality model)

where we augment the Multilayer Degree model by adding two components to the payoff

function of a given player: the total number of links formed by all the other players

in networks G and H respectively. We allow for strategic complementarity between

the links formed by player i in a given network and the links formed by all the other

players in this network. Hence, in this model, we have both inter- and intra-network

spillovers. At first glance, Externality model might seem like a robustness check for the

1Note that hypergraphs are not ideally suited to tackle these issues since the typical hyperedge connects
multiple vertices making it hard to study the incentives for players to link with each other. Apart from
making it hard to interpret results, it poses additional challenges. For instance, we typically assume that a
link requires mutual consent of the pair of involved agents. The possibility of having multiple agents involved
in the same link will require different notions of consent.
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Degree model. However, when we examine the formal structure of these two models

it is easy to see that it is important to analyze both. At the least while the Degree

model only has inter-network externalities, the Externality model has intra-network

externalities as well and can help us understand the trade-off between these two types

of externalities. Both these models differ from single layer network models in terms

of the properties they incorporate. For instance, it is easy to see that concavity and

convexity play an important role in determining the number of links that will be formed

in both single and multiple layer networks. However, along with supermodularity and

submodularity (properties that capture inter-network spillovers and do not occur in

single layer networks) these properties also help us determine which agents will connect

to whom. In fact, it is hard to explain why different interaction patterns arise in single

layer networks between ex ante identical agents. However, if we realize that these

agents might be involved in link formation in multiple layers, these inter- and intra-

network externalities can be used to explain the networks that form. Finally, as already

mentioned, the strategic complementarity property (which is commonly assumed in

single layer networks) helps us understand the trade-off between these two types of

externalities in the multilayer model.

We can find several examples of these types of situations in the economics liter-

ature. Firms often establish bilateral R&D collaboration links concurrently to lower

production costs, as in Goyal and Joshi (2003). These collaborations may involve shar-

ing productive assets for higher capacity utilization by forming links in one network

and collaborating in R&D for process innovation by forming links in another network.

Consider agents in a community that seek information/resources to achieve their goals.

For example, information can be obtained by participating in sports or political dis-

cussions with other community members. As a result, an agent can form two types of

links to access information. At the macro level, these could be links between firms in

the financial sector and real sector to obtain resources as shown by the propagation of

shocks in Tzavellas (2023).

In terms of results, for both models, we first establish the existence of equilibrium

networks. Given that players have discrete strategies consisting of a (n−1) dimensional

vector for each network, showing that multilayer equilibrium networks always exist in

pure strategies involves techniques that are different from the ones we use in the study

of single networks. In single layer network models, in equilibrium every player needs

to play the best response to other players. One way to think about this in a multilayer

network is that players need to be playing best responses to all the others in both layers,
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but these best responses need to take inter-network spillovers into account. This implies

that the existence of equilibrium in the Externality model requires a different approach

from the Degree model.

Next, we examine the properties of equilibrium networks. Under convexity we find

that as in single layer networks, equilibrium multilayer networks consist of dominant

group networks. However, once we allow for inter-network spillovers, in the form

of supermodularity or submodularity we are able to determine whether players form

links with the same players or different players in both networks. Although multilayer

equilibrium networks are harder to characterize under concavity (also true in single

layer networks), we identify what drives link formation under both supermodularity and

submodularity, allowing us to narrow down the set of possible equilibria. Specifically,

regular networks where all nodes have the same number of links are always a possibility

under a specific condition. As for irregular networks, we provide conditions such that

under supermodularity players who have not formed the same number of links in G and

H can be divided into two groups: those that are linked together in G and those that

are linked together in H. In case of submodularity, we provide additional conditions

on the magnitude of the different properties (concavity, submodularity, and strategic

complementarity) of the payoff functions which allow us to obtain the same type of

characterization. It is worth emphasizing that we provide necessary and sufficient

conditions for equilibrium networks, except for the Externality model under concavity,

which can be seen as one of the key contributions of our paper. In general, providing

necessary conditions for equilibrium networks is difficult and this becomes an even

harder problem in the context of multilayer networks where there are more degrees

of freedom. Throughout the paper, we also discuss similarities and differences with

single layer networks. For the sake of illustration, we identify two such instances here.

Under convexity, we highlight situations where the mechanisms driving the proofs of

equilibrium networks are similar for single layer and multiple layer networks. In case

of concavity, at equilibrium each network may contain unlinked players with fewer

links than other players in the same network. This is possible because of inter-network

externalities that may reduce the marginal payoff associated with an additional link.

Obviously, this cannot happen in the absence of inter-network spillovers, in particular

in single layer models.

The type of equilibrium networks we obtain can be found in several different eco-

nomic environments. For instance, convexity implies high interconnectedness among

a small group of players. Ahuja (2000) reports such patterns in R&D collaborations
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as do Goyal and Joshi (2003) and Billand et al. (2016). In multilayer networks such

things are quite likely to occur in other areas as well. For instance, social media plat-

forms like LinkedIn and Facebook may easily exhibit such groups. Some people have

interacted with the same individuals in their social and professional networks, while

others may interact with different sets on each. And there might also be individuals

who interact only on one of these networks. Concavity can lead to relatively equal

degree distributions among players. Such outcomes can occur when there is a need

for risk sharing as in Bramoulle and Kranton (2007). Other instances for the need for

regular networks can occur when blockages in the network are possible due to either

congestion effects or links not being fully reliable (Roy and Sarangi, 2009).

Next, we provide results about the efficiency of multilayer networks. To the best of

our knowledge, ours is the first paper to do so. Specifically, under convexity, we show

that intra-network and inter-network externalities give rise to efficient multilayer net-

works where the neighborhoods of agents are nested in each network. Under concavity

and in the absence of intra-network externalities, efficient multilayer networks contain

regular networks. Additionally, efficient multilayer networks coincide with equilibrium

networks.

Finally, we explore two extensions of the Degree model. In the first, we examine

what happens to multilayer equilibrium networks when we allow for more than two

networks. In the second, we incorporate the identity of players into the Degree model by

assuming that common neighborhoods in the two networks, provide additional payoffs.

The literature on the formation of multiple networks is relatively thin. A few

recent papers that examine this phenomenon are Joshi, Mahmud, and Sarangi (2020),

Joshi, Mahmud and Tzavellas (2020), and Joshi, Mahmud, Sarangi, and Tzavellas

(2021). The first paper examines how one network is formed as a function of the

other in a two-stage setting. In this paper, agents form network G, given a specific

network H in stage 1 and engage in an effort game on both networks in stage 2. In

the second paper, this analysis is extended to the case of co-evolution of multiple

networks. There is a seed network that is non-empty while other networks are empty.

The network formation happens sequentially across networks. In the third paper,

the framework of multigraph formation is applied in the context of an overlapping

generations model to analyze intergenerational mobility. Individuals in each generation

inherit their parental network, which subsequently influences the network formation

when they reach adulthood. Similar to our model, these papers show that the incentive

to form links in each network depends both on intra- and inter-layer externalities
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generated by the effort game on the networks. One common feature in all these papers

is that they use the linear-quadratic payoff function introduced by Ballester et al.

(2006) and therefore are able to use Bonacich centrality and obtain precise results about

network architectures. Our model differs from these papers in important ways. First,

we do not rely on a linear quadratic payoff function; rather we use a general payoff

function. Second, we do not model costs as is often done in the network formation

literature as a linear and additive function. In our models, both costs and benefits are

subsumed in one function and can be quite general. Third, we study the simultaneous

formation of multiple layers relying on standard properties used in microeconomic

theory. Walsh (2021) also examines network formation, but differs from these papers

as it adapts Jackson and Wolinsky’s notion of pairwise stability to multilayer networks

in the context of the symmetric connections models (Jackson and Wolinsky, 1996).

An early attempt to model the simultaneous formation of links in two networks can

be found in Billand et al. (2016). They develop a model of competitive intelligence

gathering among oligopoly firms where directed links denote which firms are spied

on and therefore require no consent. These links affect a firm’s demand within each

market, but the cross-market spillovers occur through the production costs and not

through links between firms. Billand et al. (2014) examine collaborative R&D between

firms that produce two different products. Again, the cost of production is what links

these two activities.

A related set of papers allows players to be engaged in multiple activities but as-

sumes the network structure is fixed. Chen, Zenou, and Zhou (2018) assume a fixed

network where individuals exert effort in two types of activities that are interdependent.

Cheng, Huang, and Xing (2021) allow individuals to form multiple relationships with

other individuals and each relationship is captured by a repeated prisoner’s dilemma.

While their basic model uses a fixed network, they also consider what happens if an

individual is allowed to form only one additional link and ask whether this will be a

multiplex link or not.2 Walsh (2019) studies two different activities (the formation of

different local public goods) in two separate networks that are given. However, he allows

for the possibility of synergies in effort across the two networks. In a recent paper, Tza-

vellas (2023) studies the capacity of an arbitrary multilayer network to transmit agent

specific shocks across the economy. Similar to our inter- and intra-network spillover

mechanism, he shows that idiosyncratic shocks transmit in the economy according to

2Jackson and Nei (2015) extend these models of multiple activities because they do not assume that the
network is fixed. They study the formation of a single network which defines both trade relationships and
the possibility of wars between countries.
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an inter- and an intra-layer cascade margin. Interestingly, the paper identifies volatility

levels that are larger than economies consisting of a single layer network.

The rest of the paper is organized as follows. In Section 2 we develop the model

setup. In Section 3 we provide results for equilibrium multilayer networks under con-

vexity, and in Section 4 we study these networks under concavity. In Section 5 we

provide a brief overview of two extensions to our model. In Section 6 we conclude. All

proofs are provided in Section 7 (Appendix).

2 Model Setup

We denote by Ja, bK the set {a, . . . b}, with a, b ∈ N and a < b. Let the set of nodes or

players be denoted by N = J1, nK, with n ≥ 4, and n even.3 We use E to denote the

set of unordered pairs of N , i.e., E = {(i, j) ∈ N ×N, i 6= j}. Throughout the paper,

an unordered pair (i, j) ∈ E is called a (pairwise) link and is denoted by ij. A network

is a pair (N,E).

Each player is a member of two networks, G = (N,EG) and H = (N,EH). If players i

and j are linked in G, then ij ∈ EG. The number of links in which player i is involved

in G, i.e., the degree of i, is denoted by gi. These definitions apply to network H as

well. The multilayer (ML) network, M = (G,H), is a formal description of players and

the links between them in networks G and H.

Network definitions. A network is complete if each player is linked with every other

player, and is empty if each player is linked with no other player. In a dominant group

network, there exists a group of players that are all linked with each other, while the

remaining players have no links. Thus, complete and empty networks are polar cases

of dominant group networks. Network G is regular if every player has the same degree

in G. An induced subnetwork (or subnetwork) G[N ′] of G is another network, formed

on the subset of players N ′ ⊆ N and all of the links from G connecting pairs of players

in that subset. We denote by N c
G = {N ′ ⊆ N : G[N ′] is complete} the set of subsets

(or groups) of players that induce a complete subnetwork in G. The same properties

define the corresponding networks and groups of players for network H.

Strategies and payoff functions of players. Every player announces her intended

3When n is odd the problem is less easily tractable, but the results are qualitatively similar.
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links: si,jG = 1 implies that player i intends to form a link with player j 6= i in G, and

si,jG = 0 otherwise. We assume that consent is necessary (and sufficient) for a link to

form, that is ij ∈ EG if and only if si,jG = sj,iG = 1. The same applies to links in network

H. Players only use pure strategies. With a slight abuse of notation, a strategy of

player i is denoted by si = (siG, s
i
H), where siG = (si,jG )j∈N\{i}. Let s−iG and s−iH denote

the strategies of all players except player i in networks G and H respectively.

A strategy profile (sG, sH) = ((s1
G, . . . , s

n
G), (s1

H , . . . , s
n
H)) therefore induces/supports a

multilayer (ML) network M(sG, sH) = (G[sG], H[sH ]) – when there is no confusion, we

write M = (G,H) = M(sG, sH). Sometimes we also write (sG, sH) = (siG, s
i
H , s

−i
G , s

−i
H ).

Let U i = U i(sG, sH) be the payoff function of player i. Finally, let sG+ij be the strat-

egy profile identical to sG except that si,jG+ij × s
j,i
G+ij = 1 while si,jG × s

j,i
G = 0. In other

words, players i and j are linked in G[sG+ij ] but not in G[sG]. The profile sH+ij is

similarly defined for network H.

Equilibrium strategies. Let Bi(s−iG , s
−i
H ) = {(siG, siH) ∈ J0, 1Kn−1 × J0, 1Kn−1 :

U i(siG, s
i
H , s

−i
G , s

−i
H ) ≥ U i(ŝiG, ŝ

i
H , s

−i
G , s

−i
H ), for all (ŝiG, ŝ

i
H) ∈ J0, 1Kn−1 × J0, 1Kn−1} de-

note the set of best responses of player i when she faces (s−iG , s
−i
H ). If for some profile

of strategies, (sG, sH), we have (siG, s
i
H) ∈ Bi(s−iG , s

−i
H ), for all players i ∈ N , then the

resulting profile (sG, sH) constitutes a Nash equilibrium.

Definition 1 A ML network M = (G,H) is a multilayer pairwise equilibrium (MLPE)

network if the two following conditions hold:

1. There exists a Nash equilibrium strategy profile (sG, sH) that supports M .

2. For ij /∈ EG, U i(sG+ij , sH)− U i(sG, sH) ≥ 0⇒ U j(sG+ij , sH)− U j(sG, sH) < 0,

for ij /∈ EH , U i(sG, sH+ij)− U i(sG, sH) ≥ 0⇒ U j(sG, sH+ij)− U j(sG, sH) < 0.

Observe that an MLPE network is a refinement of Nash equilibrium: it is a Nash equi-

librium network where there does not exist a pair of players with an incentive to form

a link in G or in H. It takes into account mutual consent in link formation in both

networks G and H.

ML Efficient Networks. An efficient ML network is one that maximizes
∑

i∈N U
i(sG,

sH). To narrow down the number of potential efficient networks, we assume that the

second-difference conditions on ψ are strict.
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2.1 The Multilayer Degree Model

In this model, the payoff function of each player depends only on the number of links

she has formed in each network. However, due to the mutual consent requirement for

link formation, equilibrium networks do involve strategic considerations. This simple

model provides a benchmark scenario to study the formation of multilayer networks.

Let ψ : J0, n− 1K× J0, n− 1K→ R be a symmetric function, i.e., ψ(x, y) = ψ(y, x). For

realized networks G and H, we denote by U iψ the payoff function of each player i:

U iψ(sG, sH) = ψ(gi, hi). (1)

The symmetry of the function ψ eliminates the identity of the two networks and allows

us to study network formation without giving a priori importance to one network over

the other.

For all admissible (gi, hi), we denote by ψG(gi, hi) = ψ(gi, hi)−ψ(gi−1, hi) the marginal

payoff of i from an additional link in G. Moreover, ψGG(gi, hi) = ψG(gi, hi)− ψG(gi −
1, hi) measures the impact of i’s existing links in G on the marginal payoff of i from

establishing additional links in G. These definitions apply to network H as well.

Definition 2 The function ψ is convex in its first and second argument if for all

admissible (gi, hi), we have ψGG(gi, hi) ≥ 0 and ψHH(gi, hi) ≥ 0 respectively. Similarly,

concavity of ψ is obtained by replacing ‘≥’ with ‘≤’ in the above inequalities.

Therefore, when ψ is convex (respectively concave), the marginal payoff of player i from

forming additional links in a given network is increasing (respectively decreasing) in the

number of links formed by i in this network. We have strict convexity (or concavity)

when the inequality is strict. Additionally, for technical reasons, we sometimes extend

the concavity of ψ to ψ(−1, ·) and ψ(·,−1). When we use this property, we specify it.

The next property on ψ characterizes the impact of links formed by player i in a

given network on the marginal payoff of player i from forming additional links in the

other network. For all admissible (gi, hi), let ψGH(gi, hi) = ψG(gi, hi)−ψG(gi, hi− 1).

The corresponding object for ψHG can be defined similarly.

Definition 3 The payoff function ψ is supermodular if for all admissible (gi, hi), we

have ψGH(gi, hi) ≥ 0 and ψHG(gi, hi) ≥ 0. Submodularity of ψ is obtained by replacing

‘≥’ by ‘≤’ in the above inequalities.

In other words, when ψ is supermodular (respectively submodular), the marginal payoff
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of player i from forming additional links in a given network is increasing (respectively

decreasing) in the number of links formed by i in the other network.

We now present two applications of our setting: the first where ψ is convex in its two

arguments (Application 1.a) and the second where ψ is concave in its two arguments

(Application 2).

Application 1 Links formation between monopolies. Consider n monopoly

firms with the inverse demand function of firm i given by pi(qi) = α − qi. Firms

can collaborate in order to decrease their marginal production costs. Suppose these

collaborations are of two types, like the sharing of productive assets (plants for instance)

for higher capacity utilization, and collaborations in R&D in order to obtain process

innovation. The first type of collaborations result in network G and the second type

in network H. Let the marginal production costs of a firm i be given by ci(gi, hi) =

κ − f
(
gi, hi

)
, with f ′1, f

′
2 > 0, and κ > f(n − 1, n − 1). The cost of forming links is

captured by an increasing function σ(gi, hi) in its two arguments. The reduced payoff

function is then given by:

ψ(gi, hi) =

(
α− κ+ f(gi, hi)

2

)2

− s(gi, hi). (2)

Note that ψ is convex when σ is a linear function. Here, we assume that f(gi, hi) =

gi + hi, σ(gi, hi) = 1
8(1 + (gi)2 + (hi)2 + 5gihi), and α = κ + 1. Consequently, ψ is

convex in its two arguments and submodular.

Application 2. Links formation between information seekers. Consider n play-

ers who live in a community, and seek information to satisfy some goals. Each player

owns some piece of information that other players can access by interacting with her

through different activities. For instance, information can be accessed while participat-

ing in sporting activities with other members of the community, or while participating

in political discussions with other members of the community. Therefore, a player can

form two types of links allowing her to access to information. As a result, the benefits of

player i are given by the following Cobb-Douglas type function: A((gi+1)(hi+1))α with

A,α > 0. The payoffs of player i is given by ψ(gi, hi) = A((gi+1)(hi+1))α−b(gi+hi),
where b > 0 is the cost associated with each link. It can be checked that ψ satisfies

concavity in its two arguments and supermodularity.

11



2.2 The Multilayer Externality model

In this section, we study an augmented version of the Multilayer Degree model where,

in addition to her degrees in networks G and H, player i also benefits from the total

number of links formed by the other players in both networks. This model allows us

to go beyond the Degree model in three ways. First, by allowing for both inter- and

intra-network externalities, we can now study the trade-off between these two different

types of externalities. Second, this model incorporates the links of all the other players

within a network. So the externalities are generated by links a player cannot form

and must take as given. This has different implications for strategic behavior relative

to the Degree model. Finally, in this model, since different players can have different

numbers of links within a network, the payoff function no longer satisfies symmetry.

Let G−i and H−i denote the number of links in G and H respectively in which player

i is not involved, and let θ : J0, n−1K×J0, (n−1)(n−2)/2K→ R be a function. Let x be

the number of links formed by player i in the considered network, and X be the number

of links formed between the other players in this network. For all admissible (x,X), we

denote the marginal payoff of player i from adding a link in one network by θ1(x,X) =

θ(x,X) − θ(x − 1, X). Moreover, let θ11(x,X) = θ1(x,X) − θ1(x − 1, X). Convexity

and concavity of θ in its first argument are defined in the same way as for ψ. In the

Multilayer Externality model, we assume that θ satisfies strategic complementarity,

i.e., intra-network externalities are positive.

Definition 4 The function θ satisfies strategic complementarity when for all admissi-

ble (x,X), θ1(x,X) is increasing in X.

We define two additional payoff functions. The first one, U iθ, is inspired by the

Playing the Field model of Goyal and Joshi (GJ, 2006). We have for every i ∈ N ,

U iθ(sG) = θ(gi, G−i), and U iθ(sH) = θ(hi, H−i).

Note here that each of these utility functions does not allow externalities across net-

works. The payoff function for the Multilayer Externality model, U i, is a convex

combination of U iψ, defined above, and U iθ, where U iθ is associated both with network

G and network H. Let t ∈ (0, 1), we have

U i(sG, sH) = U i(gi, hi, G−i, H−i)
= tψ(gi, hi) + (1− t)[θ(gi, G−i) + θ(hi, H−i)].

(3)

12



This class of payoff functions allows us to incorporate into the model the role of the

links between all the other players in a tractable manner.

We illustrate the Multilayer Externality model through two applications. The first one

is a modification of Application 1, where ψ is convex in its two arguments and θ is

convex in its first argument. In Application 3, ψ is concave in its two arguments and

θ is concave in its first argument.

Application 1’. Consider Application 1.a, replace function σ by σ(gi, hi) = 1
16(2 +

(gi)2+(hi)2+10gihi), and subtract the two following functions σ1(gi, G−i) = 1
16((gi)2−

1
8g
iG−i), and σ2(hi, H−i) = 1

16((hi)2 − 1
8h

iH−i). Both latter functions are associated

with θ and reflect the fact that the cost of forming a link is influenced by the intra-

network externalities arising from the total number of links formed by other firms. Note

that the difference between the profit of firm i in Application 1 and 1’ is 1
128(giG−i +

hiH−i). Clearly, ψ is convex in its two arguments, submodular, and θ is convex in its

first argument and satisfies strategic complementarity.

Application 3. Production of two goods. We consider a situation where n firms

potentially collaborate with each other and produce two different goods. Each firm

i chooses effort levels, xi1 and xi2, to produce two goods 1 and 2 respectively. The

quantity of good ` ∈ {1, 2} produced by firm i is given by qi` = 2ζi`(x
i
`)

1
2 , where

ζi` is a productivity parameter that depends on the collaborative R&D links formed

by firms for increasing the efficiency of effort. We assume that firm i’s number

of collaborations in network G, gi, and network H, hi, allow for knowledge pro-

duction and increase firm i’s absorptive capacity. Moreover, this absorptive capac-

ity allows the firm to benefit from knowledge externalities resulting from collabo-

rations between other firms. Let ζi1 = ζ(gi, |G−i|) =
(
(gi + κ)(|G−i|+K)

)1/2
and

ζi2 = ζ(hi, |H−i|) =
(
(hi + κ)(|H−i|+K)

)1/2
, with κ,K > 0. Effort costs are assumed

to be linear, and the profit (gross of the cost of forming links) of firm i is then given

by: qi1 + qi2 − xi1 − xi2.

Each firm i chooses effort levels that maximize its gross profit, that is xi1 = (ζi1)2 and

xi2 = (ζi2)2. The cost of forming links for firm i is given by Ci(gi, hi) = (gi +hi)2. This

captures the fact that forming links requires resources, say time, and the opportunity

cost of these resources is increasing. The profit to a firm i in a multilayer network

can be written as: t(ψ(gi, hi)) + (1 − t)(θ(gi, |G−i|) + θ(hi, |H−i|)), with t = 1/2,

ψ(gi, hi) = −(gi)2 − (hi)2 − 4gihi, θ(gi, |G−i|) = −(gi)2 + 2(gi + κ)(|G−i| + K), and

θ(hi, |H−i|) = −(hi)2 +2(hi+κ)(|H−i|+K). Clearly, ψ is concave in its two arguments
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and submodular, θ is concave in its first argument and satisfies strategic complemen-

tarity.

3 The Multilayer Model under Convexity

This section examines the two multilayer models − the Degree and the Externality

Model under convexity of the payoff functions and points out the differences between

the two models.

3.1 The Multilayer Degree Model

We start with the existence and the characterization of MLPE networks in this model.

It turns out that while in an MLPE network (G,H), both G and H are dominant

group networks, they need not be identical. Let DG and DH be the sets of players who

belong to the completely connected group in the dominant group networks G and H

respectively, and by |DG| and |DH | be the cardinality of these sets.4

Theorem 1 Suppose the payoff function is given by (1) and satisfies convexity.

1. An MLPE network always exists. Moreover, in an MLPE network M = (G,H),

both G and H are dominant group networks.

2. Suppose that M = (G,H), where G and H are group dominant networks of size

g + 1 and h+ 1 respectively with h ≥ g, g < n− 1, and h > 0.

i. Let ψ be supermodular. (a) When DG \ DH 6= ∅ and DH \ DG 6= ∅, M is

an MLPE if and only if ψ(g, 0)− ψ(0, 0) ≥ 0 and ψ(1, h)− ψ(0, h) < 0. (b)

When DG = DH , M is an MLPE if and only if ψ(g, g) − ψ(0, g) ≥ 0 and

ψ(1, 0)− ψ(0, 0) < 0.

ii. Let ψ be submodular. (a) When DG ∩ DH 6= ∅ and N \ (DG ∪ DH) 6= ∅, M
is an MLPE if and only if min{ψ(g, h)− ψ(0, h), ψ(g, h)− ψ(g, 0)} ≥ 0, and

ψ(1, 0)− ψ(0, 0) < 0. (b) When DG = N \ DH , M is an MLPE if and only

if ψ(g, 0)− ψ(0, 0) ≥ 0 and ψ(g, 1)− ψ(g, 0) < 0.

4In the next result, we do not provide the necessary and sufficient conditions for a ML networkM = (G,H)
to be an MLPE when both G and H are either complete or empty. In the former case, the condition is
ψ(n− 1, n− 1) ≥ max{ψ(0, n− 1), ψ(0, 0)} when ψ is supermodular, and ψ(n− 1, n− 1) ≥ ψ(0, n− 1) when
ψ is submodular. In the latter case the condition is ψ(0, 0) < ψ(1, 0).

14



Let us now provide intuition for Theorem 1. Intuitively, increasing marginal re-

turns (convexity of ψ) means that players either want as many links as possible or no

links at all in each network. Hence for each network we can divide the players into

two groups. Moreover, it is easy to establish the existence of MLPE, when there are

only inter-network externalities. Indeed, because of convexity, the maximum of ψ is

obtained at (gi, hi) ∈ {0, n− 1}2. For the ease of exposition, let the maximum of ψ be

reached at (n− 1, 0). Then, in a ML network where G is complete and H is empty is

clearly an MLPE. Next, it is easy to see what the necessary and sufficient conditions

do in Theorem 1: they prevent the most incentivized players from deleting links when

they belong to the dominant group and from forming a link when they do not. We will

now illustrate how Theorem 1 can be used to find MLPE networks.

Application 1 (revisited). Suppose that N = J1, 14K. We have ψ(1, 0) − ψ(0, 0) =

5/8, and ψ(g, 0)−ψ(0, 0) = (g/8)(g+4). Therefore, M = (G,H), where DG = N \DH ,

and |DH | ≥ |DG|, is an MLPE if and only if |DG| > 5, that is |DG| = |DH | = 7 or

|DG| = 6 < |DH | = 8.

From Theorem 1, we know that the only non-empty equilibrium networks are dominant

group networks. So now we ask the following question: how do the MLPE networks

vary with inter-network externalities? In the next theorem, we examine how a specific

number of links in one network can affect link formation in the other network. This

result provides starkly different outcomes: in the first part of Theorem 2, where ψ is

supermodular, we find that the same set of players form links in networks G and H

– as in Figure (1.a), while in the second part of Theorem 2, where ψ is submodular,

we show that there does not exist a single player with links in both networks – as in

Figure (1.b).

Theorem 2 Let M = (G,H) be an MLPE network.

1. Suppose ψ is convex and supermodular. Moreover, suppose that there exists k ∈
J1, n−1K, such that ψG (1, k) ≥ 0. If |DG| ≥ k+1 or |DH | ≥ k+1, then DG = DH .

2. Suppose ψ is convex and submodular. Moreover, suppose that there exists k ∈
J1, n − 1K, such that ψG (n− 1, k) < 0. If |DH | ≥ k + 1 or |DG| ≥ k + 1, then

DG ∩ DH = ∅.

Two things follow immediately. Since |DG| ≥ 2, by replacing k with 1, we get: (1) If ψ
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Figure 1: Examples of multilayer networks

is convex and supermodular, then [ψG (1, 1) ≥ 0]⇒ [DG = DH ]. (2) If ψ is convex and

submodular, then [ψG (n− 1, 1) < 0] ⇒ [DG ∩ DH = ∅]. We now provide intuition

behind the two parts of the theorem.

1. Suppose player i belongs to a dominant group in DG with |DG| ≥ k+1, i.e., player

i has formed gi = |DG|−1 ≥ k links in G. The symmetry and supermodularity of

ψ allows us to make cross-network comparisons, that is ψH
(
gi, 1

)
= ψG

(
1, gi

)
≥

ψG (1, k). Moreover, since ψG (1, k) ≥ 0, player i has an incentive to form an

additional link in H. Since i was chosen arbitrarily, this holds for all players in

DG. Thus, the ψG (1, k) ≥ 0 condition is the driving force that leads players to

form additional links in G (and in H by symmetry of ψ).

2. Suppose that player i ∈ DG ∩ DH in an MLPE. Then, we should have ψG(n −
1, k) ≥ ψG(n − 1, |DH | − 1) ≥ ψG(|DG| − 1, |DH | − 1) ≥ 0. The first inequality

follows from the submodularity of ψ, the second one from the convexity of ψ,

and the last one is due to the fact that M is an MLPE. In other words, player i

should have an incentive to form an additional link in G in a ML network where

i is linked with n− 2 players in G and k players in H. But the ψG (n− 1, k) < 0

condition limits the formation of additional links.

Theorem 2 is important in that it highlights the role played by inter-network external-

ities in our setting. Supermodularity or submodularity of ψ, captured by ψGH , bring

out the nuanced role of inter-network spillovers in ML networks. Having shown how

they matter, our next result focuses on the magnitude of these spillovers relative to
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convexity. We show that if the supermodularity of ψ is sufficiently high relative to

its convexity, players who belong to the dominant group in one network also belong

to the dominant group in the other network. Similarly, if the submodularity of ψ is

sufficiently high, then there does not exist players who simultaneously belong to the

dominant group in both G and H. To summarize, the next result highlights the con-

nection between inter-network externalities and the identity of linked players in one

network given the identity of linked players in the other network.

Corollary 1 Let M = (G,H) be an MLPE. Let k ∈ J2, n− 2K.

1. Suppose that ψ is convex and supermodular, ψG(k, 0) ≥ 0, and
∑k−1

`=0 ψGH(1, k −
`) ≥

∑k−2
`=0 ψGG(k − `, 0). If |DG| ≥ k + 1 or |DH | ≥ k + 1, then DG = DH .

2. Suppose that ψ is convex and submodular, ψ(n− 1− k, 0)− ψ(n− 2− k, 0) < 0,

and
∑k

`=1 |ψGH(n − 1 − k, `)| ≥
∑k−1

`=0 ψGG(n − 1 − `, k). If |DG| ≥ k + 1 or

|DH | ≥ k + 1, then DG ∩ DH = ∅.

Let us provide the intuition for the first part of the corollary. First, note that the

condition ψG(k, 0) ≥ 0 means that ψ is increasing in its first argument at k when

H has no links. Second, we know from Theorem 2 that the result is obtained if

ψG (1, k) ≥ 0. Clearly, the difference between ψG (1, k) and ψG(k, 0) is positively

driven by the supermodularity of ψ since k > 0 (specifically by
∑k−1

`=0 ψGH(1, k − `)),
and negatively driven by the convexity of ψ in its first argument since 1 < k (specifically

by
∑k

`=0 ψGG(k−`, 0)). Therefore, if the supermodularity is sufficiently high compared

to the convexity, we obtain ψG (1, k) ≥ ψG(k, 0). The intuition behind the second part

of the corollary is similar.

This corollary emphasizes the significance of supermodularity and the strength of the

interaction between the two networks in determining the type of MLPE networks.

Indeed, if we impose ψGH = 0, then the marginal payoff of player i from an additional

link in G is independent of his number of links in H. In our framework, this coincides

with a situation where the two layers are independent and hence the dominant groups

in G and H may not be related.

We now introduce results concerning efficient ML networks. In the Degree model,

M = (G,H), is efficient if it maximizes Wψ(G,H) =
∑

i∈N ψ(gi, hi). Our first lemma

emphasizes the crucial role of supermodularity of ψ in characterizing efficient ML

networks.

17



Lemma 1 Let ψ be strictly supermodular. Then, in an efficient ML network M =

(G,H), we have for every i ∈ N , gi = hi.

Observe that in the context of the Degree model, we have max(gi,hi)

∑
(gi,hi) ψ(gi, hi) =∑

(gi,hi) max(gi,hi) ψ(gi, hi). Therefore, our goal is to determine the pair (gi, hi) that

maximizes ψ. If gi 6= hi, then either gi > hi, or gi < hi. Let us consider the case

where gi > hi. In this case, ψ(gi, hi) is not a maximum because, by symmetry and

strict supermodularity of ψ, we have ψ(gi, gi) − ψ(gi, hi) = ψ(gi, gi) − ψ(hi, gi) >

ψ(gi, hi)−ψ(hi, hi). We now examine the implications of the strict convexity property

of ψ on efficient ML networks.

Proposition 1 Let ψ be strictly convex in each of its arguments. Then, an efficient

ML network M = (G,H) is such that G is either empty or complete and H is ei-

ther empty or complete. Moreover, if in addition ψ is strictly supermodular, then the

networks G and H are both empty or both complete.

The reasoning behind Proposition 1 is quite simple. Due to the strict convexity of

ψ, its maximum is reached at a point where gi and hi belong to {0, n−1}. It is possible

to achieve the maximum at ψ(0, n − 1) when ψ is sufficiently submodular relative to

its convexity. However, this is not possible if ψ is supermodular, as shown by Lemma

1. Furthermore, since there are no externalities between players, efficient ML networks

are MLPE.

3.2 The Multilayer Externality Model

We now augment the Multilayer Degree model to allow for situations where players

in a given network also incur benefits from the links between other players in that

network. In this section, the payoff function satisfies Equation (3), ψ is symmetric,

and θ exhibits strategic complementarity. Recall that ψ relies on the players’ own

degrees while θ captures the externalities of others’ total degrees. We establish the

existence of MLPE networks in the following theorem and show that under convexity,

only dominant group networks can be equilibria. This result is driven by convexity

in the same way as in Theorem 1. We also provide a result analogous to Theorem

2 that identifies the pattern of interaction between players in a multilayer network.

The reasoning is similar to that of Theorem 2, but we need additional conditions to

account for intra-network externalities. When ψ is supermodular, we add a condition

that provides players an incentive to add links when intra-network externalities are at
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their highest. For the sake of brievety in Appendix A2, we include Theorem 3’ which

provides the necessary and sufficient conditions for obtaining a given MLPE network

M = (G,H), where G and H are group dominant networks, as in the Degree model.

Conversely, when ψ is submodular, we add a condition which ensures that players will

not add links when intra-network externalities are at their lowest.

Theorem 3 Suppose ψ and θ are convex in their first argument. Then, an MLPE

network always exists, and in an MLPE network M = (G,H), both G and H are

dominant group networks. Moreover,

1. Suppose ψ is supermodular, θ1(1, 0) > 0, and there exists k ∈ J1, n−1K, ψG (1, k) >

0. If |DG| ≥ k + 1 or |DH | ≥ k + 1, then DG = DH .

2. Suppose ψ is submodular and tψG(n − 1, 1) + (1 − t)θ1

(
n− 1, (n−1)(n−2)

2

)
< 0.

Then, DG ∩ DH = ∅.

Recall that in the Playing the Field model (GJ, 2006), as well as in the mutilayer

Degree model, equilibrium networks are dominant group networks. Theorem 3 shows

that the result is preserved under externalities both within and accross networks since

the result is driven by increasing marginal returns in links. Essentially, in this context

the inter-network externalities (supermodularity and submodularity of ψ) allow for a

selection of MLPE networks.

The study of multilayer networks provides another important insight that we may

not see when examining networks G and H in isolation. We know that in the Playing

the Field model, in non-empty and non-complete equilibrium networks, players can be

in asymmetric positions: some players will have a non-zero number of links while other

players will have formed no links. In the multilayer network framework, such asym-

metries between players may be mitigated by the fact that the group of players who

have formed links in one network, say G, may not coincide with the group of players

that have formed links in network H. In other words, there will exist situations where

despite significant asymmetries between players within each network, overall players

may have the same total number of links and therefore obtain the same payoffs (see

M = (Ḡ, H̄) drawn in Figure (1.b)).

There are similarities between the results obtained in the Degree model when ψ

is convex and in the multilayer Externality model when both ψ and θ are convex.5

5It is easy that see that there exists a version of Corollary 1 that also incorporates intra-network exter-
nalities.
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This could suggest that the introduction of θ is only used to check the robustness,

which is not the case. In fact, we establish that the strategic complementarity of θ

determines which ML networks can be MLPE networks. For the sake of simplicity,

we focus on MLPE networks M = (G,H) as described in Parts 1 and 2 of Theorem

3. Specifically, we consider ML networks where DG = DH when ψ is supermodular,

and DG ∩ DH = ∅ when ψ is submodular. In the latter case, as an illustration,

we assume that |DG| = |N \ DH |. Also, let t = 1/2 and η(x) = x(x−1)
2 . In the

following result, we show that the strategic complementarity property plays a crucial

role in determining which ML networks can be MLPE networks. Specifically, when the

strategic complementarity of θ is sufficiently high, certain ML networks are not MLPE.

Proposition 2 Suppose ψ and θ are convex in their first argument.

1. Let ψ be supermodular, and M = (G,H) be a ML network where DG = DH ,

with |DG| = g + 1. Suppose that ψ(g, g) + θ(g, η(g)) ≥ ψ(0, g) + θ (0, η(g)),

ψ(g, g) + 2θ (g, η(g)) ≥ ψ(0, 0) + 2θ (0, η(g)), and ψG(1, 0) + θ1(1, 0) < 0. M is an

MLPE network if and only if
∑η(g+1)−1

`=0 θ12 (1, η(g + 1)− `) < |ψG(1, 0)+θ1(1, 0)|.

2. Let ψ be submodular, and M = (G,H) be a ML network where DG = N \ DH ,

and |DH | ≥ |DG|. Suppose that ψ(g, 0) + θ(g, η(g)) ≥ ψ(0, 0) + θ(0, η(g)), and

ψH(g, 1)+θ1(1, 0) < 0. M is an MLPE network if and only if
∑η(h+1)−1

`=0 θ12(1, η(h+

1)− `) < |ψH(g, 1) + θ1(1, 0)|.

Why are the ML networks M = (G,H), such that DG = DH , not MLPE when strategic

complementarity is sufficiently high? Note that M is an MLPE only if player i who

forms no link in G and H has no incentive to form a link in either of these networks. It

is clear that an isolated player in a network may obtain positive externalities from the

links formed by the others. The higher these externalities are, the greater the incentive

for i to form a link. Application 1’ illustrates the potential impact of introducing

intra-network externalities on MLPE networks when ψ is submodular.

Application 1’ (revisited). Let N = J1, 14K. From Theorem 3’, M = (G,H), where

DG = N \DH , and |DH | ≥ |DG|, is an MLPE if and only if ψ(g, 0) + θ(g, (g−1)g/2) ≥
ψ(0, 0) + θ(0, (g − 1)g/2), and ψ(g, 1) + θ(1, h(h + 1)/2) < ψ(g, 0) + θ(1, h(h + 1)/2).

These two properties are satisfied when g ≥ 7 (the second condition does not hold for

g ≤ 6). Consequently, M is an MLPE if and only if |DG| = |DH | = 7.
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We now examine efficient ML networks in the presence of both intra- and inter-

network externalities. In an efficient ML network, M = (G,H), Wψ+θ(G,H) =∑
i∈N ψ(gi, hi) + θ(gi, G−i) + θ(hi, H−i) is maximal. The study of efficient networks

requires to take into account for each player the role of additional links formed by

others on his marginal payoff. Here we assume that θ is strictly convex in its second

argument, i.e., θ22(x,X + 1) = θ(x,X + 1)− θ(x,X)− (θ(x,X)− θ(x,X − 1)) > 0.

In the following proposition, we establish that the neighborhoods of players in

efficient ML networks are nested when both ψ and θ are strictly convex in their two

arguments. Moreover, we show that strict supermodularity of ψ implies that if M =

(G,H) is an efficient ML network, then G and H are both complete, or both empty.

We denote by g(i; j) = {` : i` ∈ EG, ` 6= j}, the set of players that are neighbors of

player i in network G, except possibly player j – definition for H is similar.

Proposition 3 Suppose that ψ and θ are strictly convex in their two arguments and θ

satisfies strict strategic complementarity. Let M = (G,H) be an efficient ML network.

Then, for players i and j, we have g(i; j) ⊆ g(j; i) or g(j; i) ⊆ g(i; j), and h(i; j) ⊆
h(j; i) or h(j; i) ⊆ h(i; j). Moreover, if ψ is strictly supermodular, then G and H are

both empty or both complete.

When ψ is strictly supermodular, all marginal payoffs are increasing, so the link

formation process continues until all links are formed. As a result, in efficient ML

networks, both G and H are either empty or complete. Let us examine the mechanisms

underlying the first part of the proposition where the neighborhoods of players i and

j are nested. Suppose not. Then, there would exist a player i′ (respectively j′) that

belongs to the neighborhood of player i (respectively j) in G, but not to that of player

j (respectively i) in G. Due to the convexity of ψ and θ in their first argument,

the incremental payoff obtained by players i, i′, j, and j′ when the links ij′ and ji′

are added is higher than the incremental payoff when the links ii′ and jj′ were added.

Furthermore, due to the convexity of θ in its second argument, the other players obtain

a higher incremental payoff when links ij′ and ji′ are added in G than when links ii′

and jj′ were added in G.

It is important to note that the results obtained in Propositions 1 and 3 are similar

when ψ is supermodular: both networks G and H are either empty or complete.

However, the underlying reasons for these results are quite different. In the absence

of intra-network externalities, the symmetry of ψ plays a crucial role in obtaining the

result. When intra-network externalities are introduced, the player’s payoff function is

no longer symmetric and the result is now obtained through the convexity and strategic
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complementarity properties of θ. Moreover, because of intra-network externalities, we

cannot rule out the possibility that efficient ML networks may not be MLPE networks.

4 The Multilayer Model under Concavity

In this section we examine the two multilayer network models when the functions ψ

and θ are both concave.

4.1 The Multilayer Degree Model

We begin with a result concerning the existence and properties of MLPE networks.

We characterize the groups of players that are linked together in G and H in an

MLPE network M = (G,H) under the supermodularity or submodularity of ψ. For

supermodularity, we define two sets of players associated with the ML network M , for

whom there exists another player who has formed strictly more links in one network and

no more links in the other network: N1
sup(M) =

{
i ∈ N : ∃j ∈ N, gj > gi and hj ≤ hi

}
,

and N2
sup(M) = {i ∈ N : ∃j ∈ N, gj ≤ gi and hj > hi}. Similarly, for submodularity,

we define N1
sub(M) = {i ∈ N : ∃j ∈ N, gj > gi and hj ≥ hi} and N2

sub(M) =

{i ∈ N : ∃j ∈ N, gj ≥ gi and hj > hi}. Finally, for M , we define three subsets

of players based on the number of links formed in G relative to the number of links

formed in H: Ng(M) = {i ∈ N : gi < hi} , Nh(M) = {i ∈ N : gi > hi}, and

Ngh(M) = {i ∈ N : gi = hi}. For M = (G,H), recall that N c
G(M) and N c

H(M) contain

the subsets of players that induce a complete subnetwork in G and H, respectively.

Next result states that some players are linked together in G or in H when ψ is either

supermodular or submodular.

Theorem 4 Suppose the payoff function is given by (1) and satisfies concavity. An

MLPE network, M = (G,H), always exists.

1. Suppose ψ satisfies supermodularity. Then, there exist NG ∈ N c
G(M) and NH ∈

N c
H(M) such that NG = N1

sup(M) ∪Ng(M) and NH = N2
sup(M) ∪Nh(M).

2. Suppose ψ satisfies submodularity. Then, players in N1
sub(M) are linked together

in G, and players in N2
sub(M) are linked together in H.

The reasoning behind point 2 is quite simple. Consider player i ∈ N1
sub(M), such that

there exists player j with gi < gj and hi ≤ hj . It is clear that player i’s payoff if he

forms an additional link in G will be higher than player j’s payoff from one of his links
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in G, due to the concavity and submodularity of ψ. Point 1 uses the same logic on

N1
sup(M). Furthermore, when hi > gi, player i obtains a higher marginal payoff if he

forms an additional link in G relative to the marginal payoff he obtains from a link in

H. Indeed, because of the symmetry, the concavity and the supermodularity of ψ, we

have ψG(gi + 1, hi) ≥ ψG(gi + 1, gi) ≥ ψG(hi, gi) = ψH(gi, hi).

Example 1 illustrates the role played by inter-network externalities when ψ satisfies

concavity in its two arguments.

Example 1. Suppose N = J1, 4K, ψ(1, 1)−ψ(0, 1) = ε, ε > 0, and ψ(1, 1)−ψ(0, 0) > 0.

Let M = (G,H) be such that players 1 and 2 are linked in both networks, and players

3 and 4 have formed no link in both networks. Then, M is an MLPE if and only if

ψGH(1, 1) = ψ(1, 1)− ψ(0, 1)− (ψ(1, 0)− ψ(0, 0)) = ε′ > ε.

The example highlights the fact that if the inter-network externalities are sufficiently

high, then each network in an MLPE may contain unlinked players who have strictly

fewer links than the other players in this network. This cannot happen in an MLPE

when inter-networks externalities are sufficiently low because of the concavity of ψ

within each network. More precisely, in Example 1, both networks G and H are dom-

inant group despite the concavity of ψ. This result is not possible in scenarios with

only one layer (see Proposition 3.2, page 328 in GJ, 2006).

We now examine the necessary and sufficient conditions for obtaining a result analo-

gous to Theorem 1. Let ϕ(y) = max{arg maxx∈J0,n−1K ψ(x, y)}. Moreover, let QG(M)

(respectively QH(M)) denote the set of players in M such that gj < ϕ(hj) (respectively

hj < ϕ(gj)). The necessary and sufficient conditions require that ψ satisfies a specific

property called (P1). For z ≤ ϕ(x), let d(x; b) = ψ(x, z)− ψ(x, z − b).

(P1) For x ≤ ϕ(y) and y ≤ ϕ(x), we have
∑b−1

`′=0

∑a−1
`=0 ψGH(x− `, y − `′) ≤ d(y; a) +

d(x; b).

When (P1) holds, for x ≤ ϕ(y) and y ≤ ϕ(x), we have ψ(x, y) − ψ(x − a, y − b) ≥ 0.

In other words, if players have no incentive to remove a links in network G and b links

in network H, then they also have no incentive to simultaneously remove a links in G

and b links in H. This property holds when ψ is submodular, or the supermodularity

of ψ is bounded above on pairs (x, y), where x ≤ ϕ(y) and y ≤ ϕ(x).

Proposition 4 Suppose that the payoff function is given by (1), satisfies concavity

and (P1). Let M = (G,H). M is an MLPE network if and only if (a) for every i ∈ N ,
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gi ≤ ϕ(hi) and hi ≤ ϕ(gi), (b) all players in QG(M) are linked together in G, and (c)

all players in QH(M) are linked together in H.

The intuition behind this result follows from Theorem 4. We know that players who

have formed fewer links in G than others may have an incentive to form additional

links. In Proposition 4, we provide the condition for this using ϕ. Specifically, because

of the concavity of ψ, if gi < ϕ(hi), then player i has an incentive to form an additional

link in G, while if gi > ϕ(hi), then player i has an incentive to remove links in G. We

now illustrate how ϕ can be used to find MLPE networks.

Application 2 (revisited). Let N = J1, 4K, and suppose that A = 5/4, α = 3/10, and

b = 3/10. Then, ϕ(0) = 0, and ϕ(x) = 1, for x ∈ J1, 3K. Moreover, ϕ(1, 1) > ϕ(0, 0).

In that case, three types of ML networks, M = (G,H), are MLPE: in M , both G and

H are empty, or G and H are regular networks where each player is involved in one

link, or two players are involved in 1 link in G and H and the two other players have

formed no links in G and H.

Recall that in Theorem 4 when ψ satisfies submodularity the result is not as strong

as when ψ satisfies supermodularity. In fact, for more precise results under submod-

ularity, we will need to assume that submodularity is greater than concavity, i.e.,

|ψGG(x+1, y)| < |ψGH(x+1, y)|. From this, it follows that ψG(x+1, y−1) > ψG(x, y).

We deduce that if hj − hi > gi − gj > 0, then the marginal payoff obtained by player

i from an additional link in G is greater than the payoff that player j obtains from

one of his links in H. Consider for example that hj − hi = 2 and gi − gj = 1. We

have ψG(gi + 1, hi) = ψG(gj + 2, hj − 2) > ψG(gj + 1, hj − 1) > ψG(gj , hj). In other

words, if player i has more links in G and fewer links in H compared to player j and

hj − hi > gi − gj , then player i has an incentive to form an additional link in G.6 Fi-

nally, we assume that ψG(1, n− 1) > 0 to ensure that players always have an incentive

to form at least one link.

We show that, under these assumptions, players who do not have the maximal sum

of degrees in a ML network, sayM = (G,H), belong toNG ∈ N c
G(M) orNH ∈ N c

H(M).

Let Nmax(M) = {j ∈ N : ∀` ∈ N, gj + hj ≥ g` + h`
}

be the set of players who have

the maximal sum of degrees in M .

Proposition 5 Suppose ψ satisfies strict concavity in each of its arguments and strict

submodularity. Let |ψGG(x+1, y)| < |ψGH(x+1, y)|, and |ψHH(x, y+1)| < |ψHG(x, y+

6In the next result, we also use the extension for the concavity of ψ to ψ(−1, ·) and ψ(·,−1).
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1)|. Moreover, ψG(1, n− 1) > 0. Then, in an MLPE network M = (G,H), there exist

NG ∈ N c
G(M) and NH ∈ N c

H(M), such that N \Nmax(M) = NG ∪NH .

What underlies this result? Clearly, when i 6∈ Nmax(M) there is a player j ∈ Nmax(M)

such that gi − gj < hj − hi (or gi − gj > hj − hi). There are two possibilities. (a)

Suppose gi ≤ gj and hi < hj (or gi < gj and hi ≤ hj). Then, by Theorem 4.2 player

i has an incentive to form an additional link in G or in H. (b) Suppose gi > gj and

hi < hj (or gi < gj and hi > hj). Since gi − gj < hj − hi, we can use the condition

|ψGG(x+ 1, y)| < |ψGH(x+ 1, y)| to establish that player i has an incentive to form an

additional link in G (or in H) giving us the result.

Next, we examine efficient networks when ψ is strictly concave. We know by Lemma

1, that when in addition ψ is strictly supermodular, all players have formed the same

number of links in G and H.

Proposition 6 Suppose that ψ is strictly concave. Then, in an efficient ML network

M = (G,H), G and H are regular networks. Moreover, if ψ is supermodular, then all

players have the same number of links in both networks.

The intuition for this result is identical to the one for Proposition 1. Not surprisingly,

since there are no externalities between players, an efficient ML network is also an

MLPE.

4.2 The Multilayer Externality Model

We first deal with the existence and characterization of MLPE networks. The existence

of MLPE is difficult to obtain when ψ is supermodular. Basically, unlike a single layer

network problem where we would have to worry about deletion of links in either G

or H, we now have to worry about the simultaneous deletion of links in both G and

H. Therefore, we introduce a specific property, called (P2).7 For a ∈ J0, x − 1K, let

δ(x, a; y) = t(ψ(x, y) − ψ(x − a, y)) + (1 − t)
(
θ
(
x, (n−2)x

2

)
− θ

(
x− a, (n−2)x

2

))
. We

now state the required property.

(P2) If δ(x, a; y) ≥ 0 and δ(y, b;x) ≥ 0, for every a ∈ J1, x − 1K, b ∈ J1, y − 1K, then

t
∑b−1

`′=0

∑a−1
`=0 ψGH(x− `, y − `′) ≤ δ(x, a; y) + δ(y, b;x).

7Unlike a single layer network model where we would have to worry about deletion of link in either G or
H we now have to worry about the simultaneous deletion of links in both G and H.
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First, note that (P2) is a local property as it only considers situations where all players

form x and y links in G and H, respectively. Second, δ(x, a; y) measures the loss of

player i when deviating from the regular network by removing a links. Therefore, con-

ditions δ(x, a; y) ≥ 0 and δ(y, b;x) ≥ 0 imply that we only consider regular networks

with x links (and with y links) where no player has an incentive to remove any number

of links in each network (due to the symmetry of ψ) taking care of the concern raised

above. Third, (P2) states that in such regular networks the supermodularity, i.e.,∑b−1
`′=0

∑a−1
`=0 ψGH(x− `, y− `′) = ψ(x, y)−ψ(x−a, y)− (ψ(x, y− b)−ψ(x−a, y− b)), is

bounded above by the sum of the losses associated with the deviations from the regular

network by removing either a links in G, or b links in H, i.e., δ(x, a; y) + δ(y, b;x).

The characterization of MLPE networks and its underlying intuition is similar to that

given in Theorem 4, except that we do not have very precise results under supermod-

ularity. This is because the payoff function is no longer symmetric when intra-network

externalities are introduced.

Theorem 5 Let the payoff function be given by (3). Moreover, suppose that ψ and

θ are concave and θ satisfies strict strategic complementarity. If ψ is supermodular

and satisfies (P2), or ψ is submodular, then an MLPE network always exists. Let

M = (G,H) be an MLPE network.

1. Suppose ψ satisfies supermodularity. Then, players in N1
sup(M) are linked to-

gether in G, and players in N2
sup(M) are linked together in H.

2. Suppose ψ satisfies submodularity. Then, players in N1
sub(M) are linked together

in G, and players in N2
sub(M) are linked together in H.

To obtain more precise characterization results, we need additional assumptions regard-

ing the relative magnitude of the supermodularity or submodularity of ψ compared to

the concavity of ψ and θ, as well as the strategic complementarity of θ. Specifically,

we assume that the former property is significantly greater than the latter properties.

To present the result, we need the following definition. Let Nmin(M) = {j ∈ N :

gj + hj ≤ g` + h`, ∀` ∈ N} be the set of players who have the lowest sum of degrees,

and Da(M) = {j ∈ N : gj − hj = a} be the set of players for whom the difference

between the links they are involved in G and H is a. When ψ is supermodular, there

are two possibilities for an MLPE network M . (i) Some players in Nmin(M) do not

have the same difference in degrees between networks G and H. In that case, all players

who are not in Nmin(M) have an incentive to form links in G or H, and as a result,
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these players are linked together in G or H. (ii) All players j in Nmin(M) have the

same difference in degrees. In that case, all players i such that gi−hi 6= gj−hj have an

incentive to form links in G or in H, and as a result, these players are linked together

G or in H. When ψ is submodular, the result we obtain is consistent with that stated

in Proposition 5.8 To obtain sharper results for MLPE networks in the presence of

both inter- and intra-network externalities, additional conditions on the externalities

are again necessary.

Proposition 7 Suppose that ψ satisfies strict concavity in each of its arguments, and

θ satisfies strict concavity in its first argument and strict strategic complement. More-

over, |ψGH(x+ 1, y)| − θ12(x+ 1, X − x+ 1) > |ψGG(x+ 1, y)|+ |θ11(x+ 1, X − x+ 1)|
and |ψGH(x, y + 1)| − θ12(y + 1, Y − y + 1) > |ψHH(x, y + 1)|+ |θ11(y + 1, Y − y + 1)|.
Let M = (G,H) be an MLPE network.

1. Suppose that ψ satisfies strict supermodularity, and ψ(1, 0) + θ(1, 0) ≥ ψ(0, 0) +

θ(0, 0). There are two possibilities:

(a) There are two players j, j′ ∈ Nmin(M) such that gj − hj 6= gj
′ − hj′. Then,

there exist NG ∈ N c
G(M) and NH ∈ N c

H(M) such that N \ Nmin(M) =

NG ∪NH .

(b) For all players j ∈ Nmin(M), gj − hj = a. Then, there are NG ∈ N c
G(M)

and NH ∈ N c
H(M) such that N \Da(M) = NG ∪NH .

2. Suppose that ψ satisfies strict submodularity, and ψ(1, n− 1) + θ(1, 0)− (ψ(0, n−
1) + θ(0, 0)) ≥ 0. In an MLPE network M = (G,H), there exist NG ∈ N c

G(M)

and NH ∈ N c
H(M), such that N \Nmax(M) = NG ∪NH .

The underlying intuition for the second part of the proposition is similar to that

given for Proposition 5. The first part of the proposition, however, is more involved.

Consider a player i 6∈ Nmin(M). Then, there is a player j ∈ Nmin(M) such that

gi + hi > gj + hj . There are three possible cases based on these inequalities. The

reasoning behind the supermodularity outcomes is similar to the type of reasoning

used in Proposition 5, albeit with more steps.

While it may initially appear that the introduction of intra-network externalities has

no impact on the properties of MLPE networks, we illustrate through an example that

these externalities do play a significant role in determining equilibrium networks when

their magnitude is sufficiently high.

8Note that in the next result, we extend the concavity of ψ to ψ(−1, ·) and ψ(·,−1), and that of θ in its
first argument to θ(−1, ·).
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Example 1 (revisited). Suppose θ12(1, 1) > ε′. Then, ψ(1, 0) + θ(1, 1)− (ψ(0, 0) +

θ(0, 1)) > ψ(1, 1) + θ(1, 0) − (ψ(0, 1) + θ(0, 0)). Consequently, M given in Example 1

cannot be an MLPE.

Let us explain the mechanisms at play in this example. Suppose that gi = gj − 1, and

hi = hj . Then, G−i = G−j + 1. Thus, the difference between the marginal payoffs

obtained by players i and j from their last link in G is |ψ11(gi + 1, hi)| + |θGG(gi +

1, G−i)| + θGH(gi + 1, G−i). Clearly, the first two terms capture the impact of the

concavity of ψ and θ and the last term captures the impact of the strategic comple-

mentarity of θ. The strategic complementarity plays a similar role to the concavity in

that it drives players with the fewest links in G to form links with one another. When

ψ is submodular, the strategic complementarity of θ can result in MLPE networks

where players in each network have significantly different connections. Recall that the

strategic complementarity increases the incentive for each player to form an additional

link in networks where others have already formed many links. This phenomenon is

illustrated in Application 3.9

Application 3 (revisited). Suppose N = J1, 4K, κ = 1, K = 2. Then M = (G,H)

where G is complete and H is empty is an MLPE.

We now turn our attention to efficient ML networks. Characterizing these networks

becomes more difficult when intra-network externalities are introduced. For instance,

let ψ be supermodular, and suppose a ML network with two players i and j such that

gi < gj − 1 and hi ≥ hj . Hence, in G, j has a neighbor, say j′, not linked to i. At first

glance, due to the concavity of ψ and θ, one might think that replacing the link jj′ with

ij′ in G would increase the total payoff. However, it affects the payoffs of players i and

j through both functions ψ and θ. First, due to the concavity and supermodularity of

ψ, we have ψ(gi + 1, hi) + ψ(gj − 1, hj) ≥ ψ(gi, hi)− ψ(gj , hj). Second, θ plays a more

complex role. While the concavity of θ in its first argument favors the replacement of

the link, strategic complementarity of θ and its convexity in its second argument (as

stated in Proposition 3) do not since G−i > G−j + 1. As a result, when the concavity

of ψ and θ and the supermodularity of ψ are sufficiently high relative to the strategic

complementarity of θ and its convexity in its second argument, then replacing the link

jj′ with the link ij′ would increase the total utility of the multilayer network.

9Note that if the terms gi ×G−i and hi ×H−i are removed from the payoff function used in Application
3, the previous result no longer holds.
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5 Extensions

We now present two extensions keeping in mind that a complete examination of all the

different possibilities in these cases is outside the scope of the current paper. First, we

relax the assumption regarding the number of layers and consider scenarios with more

than two layers. Second, we examine situations where players receive a bonus from

being linked with the same players in both networks.

Going Beyond Two Layers. Let us consider ML networks, M , with K layers,

where M = (Gk)k∈J1,KK. To illustrate, let us provide a natural setting that gen-

eralizes the Degree model framework in this direction. We define the payoff func-

tion as ψ((gik)k∈J1,KK), and we assume that ψ((gik)k∈J1,KK) = ψ(π((gik)k∈J1,KK)), where

π((gik)k∈J1,KK) is a permutation of (gik)k∈J1,KK. This assumption is the analog of the

symmetry property when M contains two layers. For K layers, ψ is said supermodu-

lar if ψ(gi` + 1, gi`′ , (g
i
m)m6=`,`′) − ψ(gi`, g

i
`′ , (g

i
m)m6=`,`′) ≥ ψ(gi` + 1, gi`′ − 1, (gim)m6=`,`′) −

ψ(gi`, g
i
`′−1, (gim)m6=`,`′) for any two arbitrary layers ` and `′. Assuming that ψ is convex

in each of its arguments, we have ψ(gi` + 1, (gi`)k 6=`)− ψ(gi`, (g
i
`)k 6=`) ≥ ψ(gi`, (g

i
`)k 6=`)−

ψ(gi` − 1, (gi`)k 6=`). It follows that if player i has formed a link in Gk, then he has

an incentive to form an additional link in this network. Hence, the result obtained

in Theorem 1 will be preserved. Suppose now that ψ is concave in each of its ar-

guments and supermodular, and that M is an MLPE with gi` < gi`′ . Then, be-

cause of the symmetry of ψ, we have ψ(gi` + 1, gi`′ , (g
i
m)m6=`,`′)−ψ(gi`, g

i
`′ , (g

i
m)m6=`,`′) ≥

ψ(gi`′ , g
i
`′ , (g

i
m)m6=`,`′)− ψ(gi`′ − 1, gi`′ , (g

i
m)m6=`,`′) ≥ ψ(gi`′ , g

i
`, (gim)m6=`,`′)− ψ(gi`′ − 1, gi`,

(gim)m6=`,`′). Therefore, player i has an incentive to form an additional link in network

G`. This result is consistent with Theorem 4, Part 1. To sum up, the possibility of

more than two layers opens up a richer set of possibilities for inter-network spillovers.

However, if these spillovers are not in opposing directions then we obtain results similar

to what we find in two layers.

The role of common neighbors. We now assume that in the Degree model,

every player obtains a bonus for each link he forms with a player who is part of his

neighborhood in both networks. This is a simple way to incorporate the identity of

players into the payoff function. The marginal payoff obtained by player i from forming

a link with player j in network G, is now given by ψ(gi + 1, hi)− ψ(gi, hi) + δij , with

δij = a, if ij ∈ EH , and δij = 0 otherwise. A similar definition applies for network H.

Let us present some results for the case where ψ satisfies supermodularity. Suppose ψ

is convex and let M = (G,H) be an MLPE. Then, (a) players who have formed a link

in G with a player they are not linked to in H are linked together in G, and (b) players
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who have formed links in G only with players they are linked to in H, are linked in

G with all players who have formed links in G, and are their neighbors in H. Part

(a) follows from the fact that if player i has formed a link with a player who is not

his neighbor in G, then i has an incentive to form a link with all players in G because

of the convexity property. Part (b) is also a consequence of the convexity property

but limited to i’s neighbors – if i has formed a link in G with one of his neighbors j

in H, he has an incentive to form a link in G with all his neighbors in H. Indeed,

by forming an additional link in G with one of his neighbors in H, player i obtains a

marginal payoff that is at least equal to the marginal payoff he obtains from link ij.

Suppose now that ψ is concave and let M = (G,H) be an MLPE. Consider player

i ∈ Ng(M), i.e., gi < hi. By construction, there exists a player j who is a neighbor of

player i in network H, but not in network G. As a result, ψ(gi, hi)−ψ(gi, hi− 1) ≥ 0.

Furthermore, due to the symmetry, concavity, and supermodularity of ψ, we have

ψ(gi + 1, hi) − ψ(gi, hi) ≥ ψ(gi, hi) − ψ(gi, hi − 1). In other words, player i has an

incentive to form an additional link in G. This means that all players in Ng(M) are

connected in network G. Similarly, players in Nh(M) are all connected in network

H. In summary, the introduction of a bonus for common neighbors would alter some

results. However, the main mechanisms described in the Degree model would remain

valid.

6 Conclusion

In this paper we examine the simultaneous formation of two networks using basic prin-

ciples of microeconomic theory. The number of links that players have in each network

form the components of their payoff function. We then impose different properties on

this function to capture different types of externalities across the networks. Our focus

has been on identifying the incentives for players to establish links with others under

these types of externalities. Jackson (2014) sets out to explain the role of networks for

understanding human behavior. He suggests that ideally a model of network forma-

tion should do three things. (1) It should allow for dependencies and network effects

at the link level. This feature is clearly present in our model. (2) It allows for the

endogenous formation of network relationships. In our model externalities determine

the incentives to form links and mutual consent is necessary for establishing the links.

Hence, the links are truly endogenous. (3) An ideal model of network formation should

be tractable enough to test it with data. Here we believe that more research is needed.
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Since our payoff function does not utilize a specific functional form and only imposes

properties on the arguments of the payoff functions it may be harder to take it directly

to the data. However, we believe that our paper provides important insights about the

trade-offs between inter and intra-network externalities and the role they play for equi-

librium and efficient networks. This allows us to highlight the importance of studying

multilayer networks by demonstrating that the study of single layer networks may not

provide the correct insights. For instance, if we find that players i and j have not

formed a link it might be due to the fact that they have formed a link in another net-

work and there are negative inter-network spillovers. In that sense we believe that our

paper provides a tractable framework for further analysis of the formation of multilayer

networks.

7 Appendix

Appendix A. MLPE networks under convexity

Appendix A1. ML Degree Model

Graphical sequences of degrees. Every player is interested in the formation of a

number of links (her degree) in each network. However all n-uples ~g = (g1, . . . , gn) and

~h = (h1, . . . , hn) cannot be used to represent a network. To avoid this problem, we

need the following graph-theoretic definition.

Definition 5 A sequence (x1, x2, . . . , xn) is graphical if there exists a network whose

nodes have degrees x1, x2, . . ., xn.

We first present a lemma that is used in the proof of Theorem 1 for the existence

part.

Lemma 2 Let n be even. Then, for every x ∈ J0, n − 1K, the n-uple (x, x, . . . , x) is

graphical.

The proof of Lemma 2 is based on a theorem from Erdös and Gallai (1960).

Theorem (Erdös and Gallai, 1960). A ntuple (x1, x2, . . . , xn) of non-negative

integers, such that x1 ≥ x2 ≥ . . . ≥ xn, and whose sum is even is graphical if and only
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if
r∑
i=1

xi ≤ r(r − 1) +

n∑
i=r+1

min{xi, r}, for every r, 1 ≤ r < n.10 (4)

Proof of Lemma 2 First, since n is even, the sum of the n-uple (x, x, . . . , x) is even.

Then Equation (4) can be written as

rx ≤ r(r − 1) +
n∑

i=r+1

min{x, r}, for every r, 1 ≤ r < n. (5)

There are two cases. Suppose r ≤ x. Then equation (5) is satisfied if rx ≤ r(r − 1) +

(n−r)r ⇒ x ≤ (r−1)+(n−r)⇒ x ≤ n−1. This equation is always satisfied. Suppose

r > x. Then equation (5) is rx ≤ r(r−1)+(n−r)x If x = n−1, then (n−1, . . . , n−1)

is graphical since the complete network supports this sequence. Similarly, if x = 0,

then (0, . . . , 0) is graphical since the empty network supports this sequence. We now

deal with x, 0 < x < n−1. We have r(r−1)+(n−r)x−rx = r(r−x−1)+x(n−r) ≥
0, for r ∈ Jx+ 1, nK. �

Proof of Theorem 1

Existence. First, since J0, n−1K2 is finite, ψ(x, y) admits a maximum over J0, n−1K2.

Let (g?, h?) ∈ arg max(g,h)∈J0,n−1K2 ψ(g, h). Consider the following degrees sequences:

(g?, . . . , g?) and (h?, . . . , h?). These two sequences are graphical by Lemma 2. Let

G? and H? be networks where each player is involved in g? and h? links respectively.

Networks G? and H? are MLPE by construction.

Characterization. Let M = (G,H) be an MLPE network. To introduce a contra-

diction, suppose wlog that ij 6∈ EG and gi, gj > 0. Then, we have for ` ∈ {i, j},
(g`, h`) ∈ J1, n − 2K × J0, n − 1K, ψG(g` + 1, h`) ≥ ψG(g`, h`) ≥ 0. The first inequality

comes from convexity and the second one follows from the fact that M is an MLPE

network. Therefore, players i and j have an incentive to form a link together, a con-

tradiction.

We now show successively the two parts of the proposition.

1. a. Necessary condition. Suppose that some players who belong to the dom-

inant group in G (H) do not belong to the dominant group in H (G). Let

∆` = ψ(g − `, 0) − ψ(g − (` + 1), 0). Suppose that ψ(g, 0) − ψ(0, 0) ≥ 0. For

k ∈ J1, gK, we establish that ψ(g, 0)− ψ(g − k, 0) ≥ 0. To introduce a contradic-

tion suppose that there is k ∈ J1, gK such that ψ(g, 0)−ψ(g−k, 0) < 0. Note that

10This theorem can also be found in Harary, 1969, Chapter 6 pp. 59-62 and the statement here is based
on his presentation.

32



ψ(g, 0) − ψ(g − k, 0) =
∑k−1

`=0 ∆`. Since ∆` is decreasing in ` by the convexity

of ψ, ∆k−1 is the lowest term in the sum
∑k−1

`=0 ∆`. Moreover, we know that∑k−1
`=0 ∆` < 0, it follows that ∆k−1 < 0. Note that since ∆` is decreasing in ` and

∆k−1 < 0, we have
∑g−1

`=k ∆` < 0. Therefore, ψ(g, 0) − ψ(0, 0) =
∑g−1

`=0 ∆` < 0,

a contradiction. Consequently, player i who has formed no links in H has no

incentive to remove links in G. Moreover, by using the same argument as in

the previous point, by symmetry and convexity of ψ, and the fact that h ≥ g

and ψ(g, 0) − ψ(0, 0) ≥ 0, we have ψ(0, h) − ψ(0, 0) = ψ(h, 0) − ψ(0, 0) ≥
ψ(g, 0) − ψ(0, 0). Consequently, player i who has formed no link in G has

no incentive to remove links in H. Furthermore, by supermodularity of ψ,

ψ(g, h)−ψ(0, h) ≥ ψ(g, 0)−ψ(0, 0), and player i who has formed h links in H, has

no incentive to remove links in G. Similarly, ψ(g, h)−ψ(g, 0) ≥ ψ(0, h)−ψ(0, 0),

and player i who has formed g links in G has no incentive to remove links in

H. Note that ψ(g, h) − ψ(0, 0) = ψ(g, h) − ψ(g, 0) + ψ(g, 0) − ψ(0, 0) ≥ 0.

Thus, player i who has formed g links in G and h links in H has no incen-

tive to remove links in both networks. Let us establish that players who have

formed no links in one network have no incentive to form a link in this net-

work. Players who have formed no links in G and have formed h links in H

have no incentive to form a link in G since ψ(1, h) − ψ(0, h) < 0. Players who

have no links in H and has formed g links in G has no incentive to form a

link in H since ψ(g, 1) − ψ(g, 0) = ψ(1, g) − ψ(0, g) ≤ ψ(1, h) − ψ(0, h). The

equality comes from the symmetry of ψ and the inequality follows from the su-

permodularity of ψ. Finally, players who have formed no links in G and H

have no incentive to form a link in one network by using the same argument:

ψ(0, 1) − ψ(0, 0) = ψ(1, 0) − ψ(0, 0) ≤ ψ(1, h) − ψ(0, h). We conclude that

M = (G,H) is an MLPE network.

Sufficient condition. Let M = (G,H) be an MLPE network. Then, players

who have formed no links in H have no incentive to remove all their links in G,

i.e., ψ(g, 0)− ψ(0, 0) ≥ 0. Note that players who have formed links in G have an

incentive to form an additional link in G by convexity of ψ in its first argument.

Consequently, players who have formed h links in H and no links in G should

have no incentive to form a link in G, i.e., ψ(1, h)− ψ(0, h) < 0.

b. The proof of this part is similar to the previous proof, except that players in

the dominant group in G and in H have formed g links in both networks and

players who do not belong to the dominant group in G or in H have formed no
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links in the other network.

2. a. Necessary condition. Since min(ψ(g, h) − ψ(0, h), ψ(g, h) − ψ(g, 0)) ≥ 0,

players who have formed links in G and H have no incentive to remove links in one

of these networks because of the convexity of ψ by using the same arguments as in

point 1. Moreover, we have ψ(g, h)−ψ(0, 0) = ψ(g, h)−ψ(0, h)+ψ(0, h)−ψ(0, 0) ≥
0. Indeed, ψ(g, h)− ψ(0, h) ≥ 0, and by submodularity of ψ, ψ(0, h)− ψ(0, 0) ≥
ψ(g, h) − ψ(g, 0) ≥ 0. Hence players who have formed links in G and H have

no incentive to remove links in both networks. Players who have formed links in

G and no links in H have no incentive to remove links since ψ(g, 0) − ψ(0, 0) ≥
ψ(g, h) − ψ(0, h) by submodularity of ψ. By symmetry of ψ, players who have

formed no links in G and links in H have no incentive to remove links. We now

establish that no player who has formed no links in at least one network has an

incentive to add links. Consider successively players who have formed no links in

G and links in H, and players who have formed no links in H and links in G. By

submodularity of ψ, we have for the former ψ(1, h)−ψ(0, h) ≤ ψ(1, 0)−ψ(0, 0) <

0, and for the latter ψ(g, 1) − ψ(g, 0) = ψ(1, g) − ψ(0, g) ≤ ψ(1, 0) − ψ(0, 0) < 0

where the equality follows from the symmetry of ψ. Moreover, players who have

formed no links in G and in H have no incentive to form a link in G or in H

since ψ(0, 1) − ψ(0, 0) = ψ(1, 0) − ψ(0, 0) < 0. We conclude that M is a PEML

network.

Sufficient condition. Suppose that M is an MLPE network. Players who have

formed links in both networks do not have an incentive to remove their links in

one of the two networks: ψ(g, h)−ψ(g, 0) ≥ 0 and ψ(g, h)−ψ(0, h) ≥ 0. Finally,

players who have formed no links in any network have no incentive to form a link

in G or H, i.e., ψ(0, 1)− ψ(0, 0) = ψ(1, 0)− ψ(0, 0) < 0.

b. The proof of the part b is similar to the previous proof, except that players in

the dominant group in G (H) have formed no links in H (G).

�

Proof of Theorem 2 We prove successively the two parts of the theorem.

1. To introduce a contradiction, suppose that there exists an MLPE network, say

(G,H) where player i is such that i ∈ DG, i 6∈ DH . We assume wlog that

|DG| ≥ k + 1. By Theorem 1, player i has formed |DG| − 1 links in G. It follows

that gi ≥ k. Moreover, by Theorem 1, i 6∈ DH only if hi = 0. We have ψH
(
gi, 1

)
=
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ψG
(
1, gi

)
≥ ψG (1, k) ≥ 0. Equality follows from the symmetry of ψ, the first

inequality follows from supermodularity of ψ, and the last inequality from the

assumption in the statement of the proposition. Then, player i has an incentive

to form a link in H. Moreover, by inspecting the proof of Theorem 1, we know

that every player in DH has an incentive to form a link with i, a contradiction.

Therefore, we obtain DG ⊆ DH . If DG ⊆ DH , then |DH | ≥ |DG| ≥ k + 1. By

using the same arguments, we obtain DH ⊆ DG. It follows that DH = DG.

2. To introduce a contradiction, suppose wlog that there exists an MLPE network,

say (G,H), such that |DH | ≥ k + 1, and i ∈ DG ∩ DH . We have ψG(gi, hi) ≥ 0

for gi, hi > 0. Player i has formed |DH | − 1 links in H by Theorem 1. Hence,

ψG(gi, |DH | − 1) ≥ 0. We have 0 > ψG(n − 1, k) ≥ ψG(n − 1, |DH | − 1) ≥
ψG(gi, |DH | − 1) ≥ 0. The first inequality follows from the assumption in the

statement of the proposition, the second inequality from the fact that |DH |−1 ≥ k
and ψ is submodular, and the third inequality from the fact that ψ is convex. We

obtain a contradiction. Therefore, we have DG ∩ DH = ∅.

�

Proof of Corollary 1 We show the two parts of the result successively. First, we have∑k−1
`=0 ψGH(1, k− `) = ψ(1, k)−ψ(0, k)− (ψ(1, 0)−ψ(0, 0)) and

∑k−2
`=0 ψGG(k− `, 0) =

ψ(k, 0)−ψ(k−1, 0)−(ψ(1, 0)−ψ(0, 0)). Since
∑k−1

`=0 ψGH(1, k−`) ≥
∑k−2

`=0 ψGG(k−`, 0),

we have ψ(1, k)−ψ(0, k) ≥ ψ(k, 0)−ψ(k− 1, 0). Therefore, ψ(1, k)−ψ(0, k) ≥ 0, and

by Theorem 2.1, we obtain the result.

Second, we have
∑k

`=1 |ψGH(n−1−k, `)| = ψ(n−1−k, 0)−ψ(n−2−k, 0)−(ψ(n−1−
k, k)−ψ(n−2−k, k)) and

∑k−1
`=0 ψGG(n−1− `, k) = ψ(n−1, k)−ψ(n−2, k)− (ψ(n−

1− k, k)− ψ(n− 2− k, k)). Since
∑k

`=1 |ψGH(n− 1− k, `)| ≥
∑k−1

`=0 ψGG(n− 1− `, k),

we have ψ(n − 1 − k, 0) − ψ(n − 2 − k, 0) ≥ ψ(n − 1, k) − ψ(n − 2, k). Therefore,

ψ(n− 1, k)− ψ(n− 2, k) < 0, and by Theorem 2.2, we obtain the result. �

Proof of Lemma 1 Let M = (G,H) be an efficient ML network. Let (gi, hi) ∈ J0, n−
1K2 be such that ψ(gi, hi) ≥ ψ(ḡi, h̄i) for all (ḡi, h̄i) ∈ J0, n−1K2. To introduce a contra-

diction, we suppose wlog that gi > hi. Then, we have ψ(gi, gi)−ψ(gi, hi) = ψ(gi, gi)−
ψ(hi, gi) > ψ(gi, hi)−ψ(hi, hi) ≥ 0, a contradiction. The equality follows from the sym-

metry of ψ, the first strict inequality follows from the strict supermodularity of ψ, and

the second inequality follows from the assumption that ψ(gi, hi) is maximal. The result

follows from the fact that max(gi,hi){
∑

i∈N ψ(gi, hi)} =
∑

i∈N max(gi,hi){ψ(gi, hi)}.
�
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Proof of Proposition 1 Let M = (G,H) be an efficient ML network. To intro-

duce a contradiction, suppose that gi ∈ J1, n − 2K satisfies ψ(gi, hi) ≥ ψ(ḡi, hi) for all

ḡi ∈ J0, n−1K. Then, ψ(gi+1, hi)−ψ(gi, hi) > ψ(gi, hi)−ψ(gi−1, hi) ≥ 0, a contradic-

tion. The first inequality follows from the strict convexity of ψ in its first argument, and

the second one follows from the assumption that ψ(gi, hi) is maximal. Consequently,

we have gi ∈ {0, n−1}. By using the same argument for hi, we conclude that the candi-

dates for being the maximum of ψ are (0, 0), (0, n−1), (n−1, 0), (n−1, n−1). The result

follows from the fact that max(gi,hi){
∑

i∈N ψ(gi, hi)} =
∑

i∈N max(gi,hi){ψ(gi, hi)}.
Suppose that ψ is in addition strictly supermodular. Then, we know, by Lemma 1,

that gi = hi for every i.

�

Appendix A2. ML Externality Model

For the next two results, we introduce η(x) = (x−1)x
2 to simplify the presentation.

Proof of Theorem 3

[Existence part.] If tψ(0, 0) + (1 − t)θ(0, 0) > tψ(n − 1, 0) + (1 − t)θ(n − 1, 0),

then M = (G,H), where G and H are empty, is an MLPE. Indeed, tψ(0, 0) + (1 −
t)θ(0, 0) > tψ(1, 0) + (1 − t)θ(1, 0) since tψ(·, 0) + (1 − t)θ(·, 0) is convex as the sum

of convex functions, and max{tψ(·, 0) + (1 − t)θ(·, 0)} ∈ {0, n − 1}. Suppose that

tψ(n − 1, 0) + (1 − t)θ(n − 1, 0) ≥ tψ(0, 0) + (1 − t)θ(0, 0) and let ξ = η(n − 1).

Then, by strategic complementarity of θ, ∆1 = tψ(n − 1, 0) + (1 − t)θ(n − 1, ξ) −
(tψ(0, 0) + (1− t)θ(0, ξ)) ≥ tψ(n− 1, 0) + (1− t)θ(n− 1, 0)− (tψ(0, 0) + (1− t)θ(0, 0)),

and no player has an incentive to remove links in G when G is the complete net-

work and H is the empty network. There are two possibilities. (a) Suppose that

tψ(n− 1, n− 1) + (1− t)θ(n− 1, 0) < tψ(n− 1, 0) + (1− t)θ(0, 0) (this is not possible

if ψ is supermodular). Then, M = (G,H), where G is complete and H is empty, is

an MLPE. Indeed, tψ(n − 1, 0) + (1 − t)θ(0, 0) > tψ(n − 1, 1) + (1 − t)θ(1, 0) since

max{tψ(n−1, ·) + (1− t)θ(·, 0)} ∈ {0, n−1} by convexity of tψ(n−1, ·) + (1− t)θ(·, 0).

(b) Suppose that tψ(n− 1, n− 1) + (1− t)θ(n− 1, 0) ≥ tψ(n− 1, 0) + (1− t)θ(0, 0). By

strategic complementarity of θ, ∆2 = tψ(n−1, n−1)+(1−t)θ(n−1, ξ)−(tψ(n−1, 0)+

(1−t)θ(0, ξ)) ≥ tψ(n−1, n−1)+(1−t)θ(n−1, 0)−(tψ(n−1, 0)+(1−t)θ(0, 0)). We show

that M = (G,H), where G and H are complete, is an MLPE. First, no player has an in-

centive to remove links in one network [tψ(n−1, n−1)+(1−t)θ(n−1, ξ) ≥ tψ(n−1, 0)+

(1−t)θ(0, ξ)]. Second, no player has an incentive to remove links in both networks since

∆1, ∆2 ≥ 0, i.e., tψ(n− 1, n− 1) + 2(1− t)θ(n− 1, ξ)− (tψ(0, 0) + 2(1− t)θ(0, ξ)) ≥ 0.
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Characterization part. To introduce a contradiction consider an MLPE network

(G,H) such that there exist two unlinked players i and j, with gi, gj ∈ J1, n−2K. Since ψ

satisfies convexity in gi, we have: ψ(gi+1, hi)−ψ(gi, hi) ≥ ψ(gi, hi)−ψ(gi−1, hi). Like-

wise, since θ satisfies convexity in gi, we have: θ(gi+1, G−i)−θ(gi, G−i) ≥ θ(gi, G−i)−
θ(gi − 1, G−i). It follows that we have U i(gi + 1, hi, G−i, H−i) ≥ U i(gi, hi, G−i, H−i),
and by similar arguments U j(gj + 1, hi, G−j , H−j) ≥ U j(gj , hj , G−j , H−j), a contra-

diction. We obtain the same contradiction when hi, hj ∈ J1, n− 2K. The result follows.

Parts 1 and 2 of the theorem.

1. To introduce a contradiction, suppose that there exists an MLPE network, say

(G,H), where a player i is such that i ∈ DG and i 6∈ DH . We also suppose

wlog that |DG| ≥ k + 1. Player i has formed |DG| − 1 links in G by Theorem 3.

It follows that gi ≥ k. By inspecting the proof of Proposition 2, we know that

ψH
(
gi, 1

)
> 0. Moreover, we have θ1(1, H−i) ≥ θ1(1, 0) > 0. The first inequality

follows from the strict strategic complementarity of θ. The second inequality

follows from the assumption in the statement of the proposition. Consequently,

tψH
(
gi, 1

)
+ (1− t)θ1(1, H−i) > 0, and player i has an incentive to form a link in

H. By the characterization part, every player in DH has an incentive to form a

link with i, a contradiction. Therefore, we obtain DG ⊆ DH . If DG ⊆ DH , then

|DH | ≥ |DG| ≥ k + 1. By using the same arguments, we obtain DH ⊆ DG. It

follows that DH = DG.

2. To introduce a contradiction, suppose that there exists an MLPE network, say

(G,H), where a player i is such that i ∈ DG∩DH . Then, gi, hi > 0. We have 0 >

tψG(n−1, 1)+(1−t)θ1

(
n− 1, (n−1)(n−2)

2

)
≥ tψG(n−1, 1)+(1−t)θ1(n−1, G−i) ≥

tψG(n− 1, hi) + (1− t)θ1

(
n− 1, G−i

)
≥ tψG(gi, hi) + (1− t)θ1(gi, G−i) ≥ 0. The

first inequality follows from the assumption in the statement of the proposition.

The second inequality follows from strict strategic complement of θ. The third

inequality follows from submodularity of ψ. The fourth inequality follows from

convexity of ψ and θ. The last inequality follows from the fact that (G,H) is an

MLPE. We obtain a contradiction. The result follows.

�

To simplify the presentation of the next theorem, we let t = 1/2.

Theorem 3’ Suppose ψ and θ satisfy convexity, ψ is supermodular or submodular,

and θ satisfies strict strategic complementarity. Moreover, suppose that M = (G,H),

where G and H are group dominant networks of size g + 1 and h+ 1 respectively with
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h ≥ g, g < n− 1, and h > 0.

1. Let ψ be supermodular.

(a) When DG \ DH 6= ∅ and DH \ DG 6= ∅, M is an MLPE if and only if (i)

ψ(g, 0)+θ(g, η(g)) ≥ ψ(0, 0)+θ(0, η(g)), (ii) ψ(g, h)+θ(g, η(g))+θ(h, η(h)) ≥
ψ(0, 0) + θ(0, η(g)) + θ(0, η(h)), and (iii) max{ψG(1, h) + θ1(1, η(g + 1)),

ψH(g, 1) + θ1(1, η(h+ 1))} < 0.

(b) When DG = DH , M is a MLPE if and only if ψ(g, g)+θ(g, η(g)) ≥ ψ(0, g)+

θ(0, η(g)), ψ(g, g)+2θ(g, η(g)) ≥ ψ(0, 0)+2θ(0, η(g)), and ψG(1, 0)+θ1(1, η(g+

1)) < 0.

2. Let ψ be submodular.

(a) When DG ∩DH 6= ∅, and N \ (DG ∪DH) 6= ∅, M is an MLPE if and only if

min{ψ(g, h)+θ(g, η(g))− [ψ(0, h)+θ(0, η(g))], ψ(g, h)+θ(h, η(h))−[ψ(g, 0)+

θ(0, η(h))]} ≥ 0, and ψH(0, 1) + θ1(1, η(h+ 1)) < 0.

(b) When DG = N \ DH , M is an MLPE if and only if ψ(g, 0) + θ(g, η(g)) ≥
ψ(0, 0) + θ(0, η(g)), and ψH(g, 1) + θ1(1, η(h+ 1)) < 0.

Proof Since the proofs of the two parts of Theorem 3’ use similar arguments, we

only present the proof of part 1. Note that in part 2, players who have no incentive to

remove links in each network have no incentive to remove links in both networks since

by submodularity ψ(g, h)− ψ(g, 0) < ψ(0, h)− ψ(0, 0).

(Part a.) Necessary condition. Suppose that ψ(g, 0) + (θ(g, η(g)) − [ψ(0, 0) +

θ(0, η(g))] ≥ 0. Let ∆` = ψ(g−`, 0)+θ(g−`, η(g))−[ψ(g−(`+1), 0)+θ(g−(`+1), η(g))].

For k ∈ J1, gK, we establish that ψ(g, 0)+θ(g, η(g))−[ψ(g−k, 0)+θ(g−k, η(g))] ≥ 0. To

introduce a contradiction suppose that there is k ∈ J1, gK such that ψ(g, 0)+θ(g, η(g))−
[ψ(g − k, 0) + θ(g − k, η(g))] < 0. We have ψ(g, 0) + θ(g, η(g)) − [ψ(g − k, 0) + θ(g −
k, η(g))] =

∑k−1
`=0 ∆`. Since ∆` is decreasing in ` by the convexity of ψ and θ, ∆k−1 is

the lowest term in the sum
∑k−1

`=0 ∆`. Since
∑k−1

`=0 ∆` < 0, it follows that ∆k−1 < 0.

Note that since ∆` is decreasing in ` and ∆k−1 < 0, we have
∑g−1

`=k ∆` < 0. It follows

that ψ(g, 0) + θ(g, η(g))− [ψ(0, 0) + θ(0, η(g))] =
∑g−1

`=0 ∆` < 0, a contradiction. Con-

sequently, player i who has formed no links in H has no incentive to remove links in

G. Moreover, by using the same argument as in the previous point, by convexity of ψ

and θ, symmetry of ψ and strategic complementarity of θ, and since h ≥ g, we have

ψ(0, h)+θ(h, η(h))−[ψ(0, 0)+θ(0, η(h))] = ψ(h, 0)+θ(h, η(h))−(ψ(0, 0)+θ(0, η(h))) ≥
ψ(g, 0) + θ(g, η(g)) − [ψ(0, 0) + θ(0, η(g))]. Consequently, player i who has formed no

link in G has no incentive to remove links in H. Furthermore, by supermodularity of
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ψ, we have ψ(g, h) + θ(g, η(g))− [ψ(0, h) + θ(0, η(g))] ≥ ψ(g, 0) + θ(g, η(g))− [ψ(0, 0) +

θ(0, η(g))], and player i who has formed h links in H, has no incentive to remove links in

G. Similarly, player i who has formed g links in G has no incentive to remove links in H.

Moreover, by (ii) player i who has formed g links in G and h links in H has no incentive

to remove links in both networks. Let us establish that players who have no links in one

network have no incentive to form a link in this network. Players who have formed no

links in G (H) and has formed h (g) links in H (G) have no incentive to form a link in G

(H) since by (iii) ψ1(1, h)+θG(1, η(g+1)) < 0 and ψH(g, 1)+θ1(1, η(h+1)) < 0. Finally,

players who have formed no links in G and H have no incentive to form a link in one net-

work by using the same argument: ψG(1, 0)+θ1(1, η(g+1)) ≤ ψG(1, g)+θ1(1, η(g+1))

and ψH(0, 1) + θ1(1, η(h+ 1)) ≤ ψH(g, 1) + θ1(1, η(h+ 1)) by supermodularity of ψ.

Sufficient condition. Let M = (G,H) be an MLPE network. Then, players who

have formed no links in H have no incentive to remove all their links in G, i.e.,

ψ(g, 0) + θ(g, η(g)) − [ψ(0, 0) + θ(0, η(g))] ≥ 0. Moreover, players who belong to a

group dominant network in both networks have no incentive to remove all their links,

hence ψ(g, h) + θ(g, η(g)) + θ(h, η(h)) ≥ ψ(0, 0) + θ(0, η(g)) + θ(0, η(h)). Note that

players who have formed links in g have an incentive to form an additional link in

G by convexity of ψ and θ in their first argument. Consequently, players who have

formed h links in H and no links in G should have no incentive to form a link in G,

i.e., ψG(1, h) + θ(1, η1(g + 1)) < 0 and players who have formed g links in G and no

links in H have no incentive to form a link in H, i.e., ψH(g, 1) + θ1(1, η(h+ 1)) < 0.

(Part b.) The proof of part b is similar to the previous proof, except that players in

the dominant group in G and in H have formed g links in both networks and players

who do not belong to the dominant group in G or in H have formed no links in both

networks.

�

Proof of Proposition 2 We show only the first part of the proposition since the

second part is established with similar arguments. By Theorem 3’, we know that M is

an MLPE if and only if ψ(1, 0) + θ(1, η(g+ 1))−ψ(0, 0)− θ(0, η(g+ 1)) < 0. Note that

ψ(1, 0) + θ(1, η(g+ 1))−ψ(0, 0)− θ(0, η(g+ 1))− (ψ(1, 0) + θ(1, 0)−ψ(0, 0)− θ(0, 0)) =∑η(g+1)−1
`=0 θ12(1, η(g + 1)− `). The result follows. �

Proof of Proposition 3 Wlog, we let t = 1/2 to simplify the presentation. Let

M = (G,H) be a ML-efficient network. First, we establish that for every i, j ∈ N ,

(a) g(i; j) ⊆ g(j; i) or g(j; i) ⊆ g(i; j), and (b) h(i; j) ⊆ h(j; i) or h(j; i) ⊆ h(i; j). We

restrict our attention to case (a) since cases (a) and (b) are symmetric. To introduce a
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contradiction, suppose that there are two players i and j such that g(i; j) * g(j; i) and

g(j; i) * g(i; j). Then, there are two players, say i′ and j′ such that i′ ∈ g(i; j) \ g(j; i),

and j′ ∈ g(j; i) \ g(i; j). We denote by S the set of players {i, i′, j, j′}. Let G′ be such

that E′G = EG \ {ii′, jj′}. Since M = (G,H) is an efficient ML network, we have

Wψ+θ(G,H)−Wψ+θ(G
′, H) ≥ 0, i.e.,

∑
`∈S(ψ(g`, h`) + θ(g`, G−i)) +

∑
`∈N\S(ψ(g`, h`) + θ(g`, G−i))

≥
∑

`∈S(ψ(g` − 1, h`) + θ(g` − 1, G−` − 1)) +
∑

`∈N\S(ψ(g`, h`) + θ(g`, G−` − 2))

Let Ḡ be such that E(Ḡ) = EG ∪ {ij′, ji′}. Then, we have

∑
`∈S θ(ḡ

`, Ḡ−`)−
∑

`∈S θ(g
`, G−`)

=
∑

`∈S θ(g
` + 1, G−` + 1)−

∑
`∈S θ(g

`, G−`)

=
∑

`∈S
[
θ(g` + 1, G−` + 1)− θ(g`, G−` + 1)

]
+
∑

`∈S
[
θ(g`, G−` + 1)− θ(g`, G−`)

]
>

∑
`∈S
[
θ(g`, G−` + 1)− θ(g` − 1, G−` + 1)

]
+
∑

`∈S
[
θ(g` − 1, G−` + 1)− θ(g` − 1, G−`)

]
>

∑
`∈S
[
θ(g`, G−`)− θ(g` − 1, G−`)

]
+
∑

`∈S
[
θ(g` − 1, G−`)− θ(g` − 1, G−` − 1)

]
.

The first strict inequality follows from the strict convexity of θ. The second one fol-

lows from the strict strategic complementarity of θ and its strict convexity in its sec-

ond argument. Moreover, by the strict convexity of ψ in its first argument, we have∑
`∈S ψ(g` + 1, h`) −

∑
`∈S ψ(g`, h`) >

∑
`∈S ψ(g`, h`) −

∑
`∈S ψ(g` − 1, h`). Finally,

by the strict convexity of θ in its second argument, we have
∑

`∈N\S [θ(g`, G−` + 2)−
θ(g`, G−`)] >

∑
`∈N\S [θ(g`, G−`) − θ(g`, G−` − 2)]. We conclude that Wψ+θ(Ḡ,H) −

Wψ+θ(G,H) > Wψ+θ(G,H)−Wψ+θ(G
′, H) > 0, a contradiction.

Suppose in addition that ψ is strictly supermodular. We start by showing that in an

ML efficient network M , we have for every pair of players (i, j), g(i; j) = g(j; i) and

h(i; j) = h(j; i). We know that for every two players i and j, we have g(i; j) ⊆ g(j; i)

or g(j; i) ⊆ g(i; j) and h(i; j) ⊆ h(j; i) or h(j; i) ⊆ h(i; j). There are two possibilities.

The neighborhood of one player, say i, contains the neighborhood of the other, say j,

in both networks, or not. We examine these two possibilities successively.

1. Suppose that g(i; j) ⊇ g(j; i) and h(i; j) ⊇ h(j; i), where at least one of these

order relation is strict, say the former one. Let ∆G = g(i; j) \ g(j; i), and ∆H =

h(i; j) \ h(j; i), with δG = |∆G|, and δH = |∆H |. We denote by ΛG (ΛH) the set
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of players who do not belong to ∆G ∪ {i, j} (∆H ∪ {i, j}). Consider network G′

(H ′) identical to G (H) except that player j forms a link with each player in ∆G

(∆H), and network Ḡ (H̄) identical to G (H) except that player i does not form

links with players in ΛG (ΛH). Note that since gi > gj , we have G−i < G−j .

Clearly, θ(gj +δG, G
−j)−θ(gj , G−j) = θ(gi, G−j)−θ(gi−δG, G−j) > θ(gi, G−i)−

θ(gi − δG, G−i). The equality follows from gj + δG = gi. The inequality follows

from G−i < G−j and the strict supermodularity of θ. Moreover, θ(gi, G−i+δG)−
θ(gi, G−i) = θ(gi, G−j) − θ(gi, G−j − δG) > θ(gj , G−j) − θ(gj , G−j − δG). The

equality follows from G−i + δG = G−j . The inequality follows from the strict

supermodularity of θ and gi > gj . Note that ψ(gj + δG, h
j + δH) − ψ(gj , hj) =

ψ(gi, hi)− ψ(gi − δG, hi − δH).

We now establish that
∑

`∈∆G∩ΛH
[θ(g`+1, G−`+δG−1)−θ(g`, G−`)] >

∑
`∈∆G∩ΛH

[θ(g`, G−`)−θ(g`−1, G−`−(δG−1))]. This inequality can be rewritten as follows.

∑
`∈∆G∩ΛH

[θ(g` + 1, G−` + δG − 1)− θ(g`, G−` + δG − 1)]

+
∑

`∈∆G∩ΛH
[θ(g`, G−` + δG − 1)− θ(g`, G−`)]

>
∑

`∈∆G∩ΛH
[θ(g`, G−`)− θ(g` − 1, G−`)]

+
∑

`∈∆G∩ΛH
[θ(g` − 1, G−`)− θ(g` − 1, G−` − (δG − 1))].

This inequality holds because of the following arguments. First, note that for

each ` ∈ ∆G∩ΛH , θ(g`+ 1, G−`+ δG−1)−θ(g`, G−`+ δG−1) ≥ θ(g`+ 1, G−`)−
θ(g`, G−`) > θ(g`, G−`) − θ(g` − 1, G−`). The first inequality follows from the

supermodularity of θ and δG ≥ 1. The second inequality follows from the strict

convexity of θ in its first argument. Second, we have for each ` ∈ ∆G ∩ ΛH ,

θ(g`, G−` + δG − 1) − θ(g`, G−`) > θ(g` − 1, G−` + δG − 1) − θ(g` − 1, G−`) ≥
θ(g` − 1, G−`) − θ(g` − 1, G−` − (δG − 1)). The first inequality follows from

the strict strategic complementarity of θ and δG ≥ 1. The second inequality

follows from the strict convexity of θ in its second argument. Moreover, by strict

convexity of ψ in its first argument, for ` ∈ ∆G ∩ ΛH , ψ(g` + 1, h`)− ψ(g`, h`) >

ψ(g`, h`)− ψ(g` − 1, h`).

Finally, from the strict convexity of θ in its second argument, we have
∑

`∈ΛG
θ(g`,

G−` + δG) − θ(g`, G−`) >
∑

`∈ΛG
θ(g`, G−`) − θ(g`, G−` − δG). All the results

obtained in G are true for network H when player j forms links with players

in h(i; j) \ h(j; i). For players ` ∈ ∆GH = ∆G ∩ ∆H , we now establish that

ψ(g` + 1, h` + 1) − ψ(g`, h`) > ψ(g`, h`) − ψ(g` − 1, h` − 1). Let us rewrite the
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previous inequality as follows:

ψ(g` + 1, h` + 1)− ψ(g`, h` + 1) + ψ(g`, h` + 1)− ψ(g`, h`)

−(ψ(g`, h`)− ψ(g` − 1, h`) + ψ(g` − 1, h`)− ψ(g` − 1, h` − 1)) > 0.

First, we have ψ(g` + 1, h` + 1)− ψ(g`, h` + 1) > ψ(g`, h` + 1)− ψ(g` − 1, h` + 1)

> ψ(g`, h`)−ψ(g`−1, h`). The first inequality follows from the strict convexity of

ψ in its first argument, and the second one follows from the strict supermodularity

of ψ. Second, by symmetric arguments, we obtain ψ(g`, h` + 1) − ψ(g`, h`) >

ψ(g` − 1, h`)− ψ(g` − 1, h` − 1).

It follows that Wψ+θ(G
′, H ′)−Wψ+θ(G,H) > Wψ+θ(G,H)−Wψ+θ(Ḡ, H̄) ≥ 0, a

contradiction.

2. Suppose that g(i; j) ⊇ g(j; i) and h(i; j) ⊆ h(j; i), where at least one of these order

relation is strict, say the former one. Obviously, the case where g(i; j) ⊆ g(j; i)

and h(i; j) ⊇ h(j; i) is symmetric. Let ∆′H = h(j; i) \ h(i; j), and δ′H = |∆′H |. We

consider network G′ (H ′) identical to G (H) except that player j (i) forms links

with players in ∆G (∆H), and network Ḡ (H̄) identical to G (H) except that

player i (j) removes links with players in ∆G (∆H). By using similar arguments

as in point 2, we obtain that Wψ+θ(G
′, H ′) − Wψ+θ(G,H) > Wψ+θ(G,H) −

Wψ+θ(Ḡ, H̄) ≥ 0, a contradiction.

From points 1 and 2, we know that for each pair of players (i, j), we have g(i; j) = g(j; i)

and h(i; j) = h(j; i). Hence, G and H are empty or complete.

We now establish that G and H are both empty or both complete. To introduce a

contradiction, suppose that G is complete and H is empty. Then, we have for each

player ψ(n − 1, n − 1) + 2θ
(
n− 1, (n−1)2

2

)
≤ ψ(n − 1, 0) + θ(0, 0) + θ

(
n− 1, (n−1)2

2

)
and ψ(n− 1, 0) + θ(0, 0) + θ

(
n− 1, (n−1)2

2

)
≥ ψ(0, 0) + 2θ(0, 0). It follows that ψ(n−

1, n− 1)−ψ(n− 1, 0) ≤ ψ(n− 1, 0)−ψ(0, 0) = ψ(0, n− 1)−ψ(0, 0), which contradicts

the strict supermodularity of ψ. The result follows. �

Appendix B. MLPE Networks in the ML Degree Model

under Concavity

Proof of Theorem 4

1. Existence of MLPE. The arguments that show the existence of MLPE networks

are similar to those given in Theorem 1.
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Since ψ(g, h) ∈ max`∈J0,gK,`′∈J0,hK{ψ(g−`, h−`′)}, players do not have a strict incentive

to remove links in G, H or in both networks. Moreover since ψ(g, h) > min{ψ(g +

1, h), ψ(g, h+ 1)}, no pair of players have an incentive to form an additional link in G

or in H.

2. Properties of MLPE. Suppose that M = (G,H) is an MLPE network. We

successively show the two parts of the proposition.

1. It is sufficient to establish that all players in N1
sup(M)∪Ng(M) are linked together

in G since the arguments for showing N2
sup(M) ∪Nh(M) are similar.

(a) Consider player i ∈ N1
sup(M), and gi < n− 1. Then, there is a player ` ∈ N

such that g` ≥ gi + 1, and h` ≤ hi. We have ψ(gi + 1, hi) − ψ(gi, hi) ≥
ψ(gi + 1, h`)− ψ(gi, h`) ≥ ψ(g`, h`)− ψ(g` − 1, h`) ≥ 0. The first inequality

follows from hi ≥ h` and the supermodularity of ψ. The second inequality

follows from g` ≥ gi + 1 and the strict concavity in its first argument of

ψ. The last inequality follows from the fact that M = (G, H) is an MLPE

network. Therefore, player i has an incentive to add a link in G.

(b) Consider player i ∈ Ng(M), and gi < n − 1. Then, we have 0 ≤ ψ(gi, hi) −
ψ(gi, hi − 1) = ψ(hi, gi) − ψ(hi − 1, gi) ≤ ψ(gi + 1, gi) − ψ(gi, gi) ≤ ψ(gi +

1, hi)−ψ(gi, hi). The first inequality follows from the fact thatM is an MLPE

network. The equality follows from the symmetry of ψ. The second inequality

follows from the concavity in its first argument of ψ and gi+ 1 ≤ hi+ 1. The

last inequality follows from the supermodularity of ψ and gi < hi. Therefore,

player i has an incentive to add a link in G.

The result follows from points (a) and (b).

2. Again, we only show the first part of point 2 of the proposition. We show that

all players in N1
sub(M) are linked together. To introduce a contradiction, suppose

players i, j ∈ N1
sub(M) are not linked in G. There is a player ` ∈ N such that

g` > gi, h` ≥ hi. Then, ψ(gi + 1, hi) − ψ(gi, hi) ≥ ψ(gi + 1, h`) − ψ(gi, h`) ≥
ψ(g`, h`) − ψ(g` − 1, h`) ≥ 0. The first inequality follows from hi ≥ h` and the

submodularity of ψ. The second inequality follows from g` ≥ gi + 1 and the

concavity of ψ. The last inequality follows from the fact that M = (G,H) is an

MLPE. Therefore, player i has an incentive to add a link in G. By using the

same reasoning for player j, we conclude that players i and j are linked in G, a

contradiction.

�
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Proof of Proposition 4 Suppose that (a), (b) and (c) hold. Let ∆` = ψ(ϕ(hi) −
`, hi)− ψ(ϕ(hi)− (`+ 1), hi). First, player i 6∈ (QG(M) ∪QH(M)) satisfies gi = ϕ(hi)

and hi = ϕ(gi), and gi + 1 6= ϕ(hi), hi + 1 6= ϕ(gi), by (a), (b), and (c). Hence, i

has no incentive to add a link in G or H, and has no incentive to remove links in one

network or simultaneously in both networks because of (P1). Second, consider player

i ∈ QG(M) \QH(M). Note that ψ(ϕ(hi), hi) ≥ ψ(a, hi) for every a < ϕ(hi). We have

ψ(ϕ(hi), hi) − ψ(ϕ(hi) − a, hi) =
∑a−1

`=0 ∆`. Since ψ is concave, ∆` is increasing in `,

∆` ≥ ∆0 ≥ 0. It follows that if player i has formed gi < ϕ(hi) links, then i has an

incentive to form an additional link in G. Since i 6∈ QH(M), we have hi = ϕ(gi), and

hi + 1 6= ϕ(gi) by (a), hence player i has no incentive to form an additional link in H.

Moreover, player i has no incentive to remove links in one network or simultaneously

in both networks because of (P1). We obtain a similar result for i ∈ QH(M) \QG(M).

Finally, player i ∈ QG(M) ∩ QH(M) has an incentive to form an additional link in

both networks by using similar arguments. It follows that M is an MLPE.

Suppose M = (G,H) is an MLPE. There is no player i such that gi > ϕ(hi) or

hi > ϕ(gi), since player i would remove links in G or in H. Clearly, players in QG(M)

are linked together in G since each of them has an incentive to form an additional

link in G. Likewise, players in QH(M) are linked together in H. In particular, if

ĝ ∈ arg maxg∈J0,n−2K{ψ(g, hi)} and ĝ < ϕ(hi), then ψG(ĝ+1, hi) ≥ 0 since ψ is concave.

�

The proof of the following lemma is straightforward and omitted.

Lemma 3 Suppose that ψ is concave in each of its arguments and submodular. Let

|ψGG(x+1, y)| < |ψGH(x+1, y)|. Then, ψ(x+1, y−1)−ψ(x, y−1) > ψ(x, y)−ψ(x−1, y).

Similarly, let |ψHH(x, y + 1)| < |ψHG(x, y + 1)|. Then, ψ(x− 1, y + 1)− ψ(x− 1, y) >

ψ(x, y)− ψ(x, y − 1).

Proof of Proposition 5 Let M = (G,H) be an equilibrium. Consider player i ∈
N \Nmax(M). Hence, there exists player j such that gj +hj > gi+hi. There are three

possibilities.

1. First, gj ≥ gi and hj > hi or gj > gi and hj ≥ hi. From Theorem 4.2, we know

that player i has an incentive to form an additional link in G or in H.

2. Second, gj < gi and hj > hi. Since gj +hj > gi+hi, we have gi−gj +1 ≤ hj−hi.
We establish that player i has an incentive to form a link in G. Let gj > 0. We
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have

ψ(gi + 1, hi)− ψ(gi, hi)

= ψ(gi + 1, hj − (hj − hi))− ψ(gi, hj − (hj − hi))
≥ ψ(gi + 1, hj − (gi − gj + 1))− ψ(gi, hj − (gi − gj + 1))

= ψ(gj + 1 + gi − gj , hj − (gi − gj)− 1)− ψ(gj + gi − gj , hj − (gi − gj)− 1)

> ψ(gj , hj)− ψ(gj − 1, hj) ≥ 0.

The first inequality follows from gi − gj + 1 ≤ hj − hi, and ψ is submodular.

The second inequality follows from ψ(x + 1, y − 1) − ψ(x, y − 1) > ψ(x, y) −
ψ(x − 1, y). When gj > 0 does not hold, we use arguments similar to those of

point 1. Second, suppose that gj = 0. Then, we extend ψ(·, ·) to ψ(−1, ·) and

preserve the strict concavity in its first argument. From the previous inequalities,

we have ψ(gi + 1, hi) − ψ(gi, hi) > ψ(0, hj) − ψ(−1, hj). Moreover, we have

ψ(0, hj) − ψ(−1, hj) > ψ(1, hj) − ψ(0, hj) ≥ ψ(1, n − 1) − ψ(0, n − 1) > 0, the

result follows.

3. Third, gj > gi and hj < hi. Since gj +hj > gi+hi, we have hi−hj + 1 ≤ gj − gi.
We establish that player i has an incentive to form a link in H by using similar

arguments as in point 2.

Each player who is not in Nmax(M) has an incentive to form an additional link in G

or in H, the result follows. �

Proof of Proposition 6 Since J0, n− 1K2 is finite, Γ = arg max(x,y)∈J0,n−1K2{ψ(x, y)}
is non-empty. Let (g, h) ∈ Γ. We have max

{∑
i∈N ψ(gi, hi)

}
=
∑

i∈N max{ψ(gi, hi} =∑
i∈N ψ(g, h). By Lemma 1, if ψ is supermodular, then g = h in an efficient network.

The result follows.

�

Appendix C. MLPE Networks in the ML Externality Model

under Concavity

Appendix C1. Theorem 5

Proof of Theorem 5

[Existence of MLPE]. Let ι(x) = (n−2)x
2 , and for y ∈ J0, n − 1K, ϕy(x) = max

{arg maxa∈J0,n−1K{tψ(a, y) + (1− t)θ(a, ι(x))}}, and Ξy = {x ∈ J0, n− 1K : ϕy(x) ≥ x}.
Clearly, Ξy is non-empty since ϕy(0) ≥ 0, and finite. Consequently, Ξy admits a
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maximal element, say x̄y. By construction, ϕy(x̄y) ≥ x̄y, and we establish that

ϕy(x̄y) = x̄y. To introduce a contradiction suppose that ξ = ϕy(x̄y) > x̄y. Let

us consider ϕy(ξ). By strategic complementarity and ι(ξ) > ι(x̄), for every a < ξ,

tψ(ξ, y) + (1− t)θ(ξ, ι(ξ))− (tψ(a, y) + (1− t)θ(a, ι(ξ))) ≥ tψ(ξ, y) + (1− t)θ(ξ, ι(x̄y))−
(tψ(a, y) + (1 − t)θ(a, ι(x̄y))) ≥ 0. It follows that ξ ∈ Ξy, a contradiction. Con-

sequently, for every y ∈ J0, n − 1K – the number of links formed by each player

in the regular network H, there exists a MLPE network G that is regular, and by

symmetry of ψ, there also exists a MLPE network H that is regular for every y ∈
J0, n − 1K. Let ĝy and ĥx be the maximal element of Ξy and Ξx respectively, and

suppose that ψ is submodular. We now show that ĝy ≥ ĝy+1, i.e., ĝy is decreasing

in y. To introduce a contradiction, suppose that ĝy < ĝy+1. By construction, there

is a < ĝy+1, tψ(a, y) + (1 − t)θ(a, ι(ĝy+1)) > tψ(ĝy+1, y) + (1 − t)θ(ĝy+1, ι(ĝy+1)) and

tψ(a, y + 1) + (1 − t)θ(a, ι(ĝy+1)) ≤ ψ(ĝy+1, y + 1) + (1 − t)θ(ĝy+1, ι(ĝy+1)). Hence

ψ(ĝy+1, y) − ψ(a, y) < (ĝy+1, y + 1) − ψ(a, y + 1), contradicting the submodularity of

ψ. By using the same arguments, we establish that ĝy ≤ ĝy+1, i.e., ĝy is increasing in

y when ψ is supermodular. Finally, we use a process to establish the existence result,

this process converges to an MLPE network where all players form the same number

of links in each network.

1. Suppose that ψ satisfies submodularity. Let ((G0, H0), (G1, H0), (G1, H1), (G2, H1),

(G2, H2), . . .) be a sequence of ML networks, where G0, G1, G2, . . ., and H0, H1,

H2, . . . are regular networks. Also G0 is the empty network and H0 is the com-

plete network. Moreover, let hk = ĥgk and gk = ĝhk−1
for k > 0. We know that

gk+1 ≥ gk and hk+1 ≤ hk for every k ≥ 0. We establish that there always exists

k ≥ 0, such that (Gk, Hk) = (Gk+1, Hk+1). Indeed, because the number of links

in which players are involved is bounded by 0 and n−1, (g`)`∈N is increasing and

(h`)`∈N is decreasing, it is not possible that gk+1 > gk or hk+1 < hk for every

k ≥ 0. Let M? = (G?, H?) = (Gk, Hk), with (Gk, Hk) = (Gk+1, Hk+1). Clearly,

no pair of unlinked players has an incentive to form a link, and no player has

an incentive to remove links in G? or H?. Finally, no player has an incentive

to remove any of her links in both networks simultaneously. Indeed, we have

tψ(g?h? , h
?
g?) + (1 − t)θ(g?h? , ι(g?h?)) > tψ(g?h? − `, h?g?) + (1 − t)θ(g?h? − `, ι(g?h?)),

for ` ∈ J1, g?h?K, and tψ(g?h? , h
?
g?) + (1− t)θ(h?g? , ι(h?g?)) > tψ(g?h? , h

?
g? − `′) + (1−

t)θ(h?g?−`′, ι(h?g?)), for `′ ∈ J1, h?g?K. Moreover, ψ(g?h? , h
?
g?)−ψ(g?h?−`, h?g?−`′) =

ψ(g?h? , h
?
g?)−ψ(g?h? − `, h?g?) +ψ(g?h? − `, h?g?)−ψ(g?h? − `, h?g? − `′) ≥ ψ(g?h? , h

?
g?)−

ψ(g?h? − `, h?g?) + ψ(g?h? , h
?
g?) − ψ(g?h? , h

?
g? − `′) since ψ(g?h? − `, h?g?) − ψ(g?h? −
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`, h?g? − `′) ≥ ψ(g?h? , h
?
g?)−ψ(g?h? , h

?
g? − `′) by submodularity of ψ. It follows that

tψ(g?h? , h
?
g?) + (1− t)θ(g?h? , ι(g?h?))− tψ(g?h? − `, h?g? − `′)− (1− t)(θ(g?h? , ι(g?h?)) +

θ(h?g? − `′, ι(h?g?))) ≥ 0. Consequently, M? is an MLPE network.

2. Suppose that ψ satisfies supermodularity. Let ((G0, H0), (G1, H0), (G1, H1), (G1,

H2), . . .) be a sequence of ML networks, where G0, G1, G2, . . ., and H0, H1, H2,

. . . are regular networks, and both G0 and H0 are empty networks. Moreover,

hk = ĥgk for k ≥ 0 and gk = ĝhk for k > 0. We know that gk+1 ≥ gk and

hk+1 ≥ hk for every k ≥ 0 since ψ is supermodular. We establish that there

always exists k ≥ 0, such that (Gk, Hk) = (Gk+1, Hk+1). Indeed, because the

number of links in which players are involved is bounded by 0 and n− 1, (g`)`∈N

and (h`)`∈N are increasing, it is not possible that gk+1 > gk or hk+1 > hk for

every k ≥ 0. Let M? = (G?, H?) = (Gk, Hk), with (Gk, Hk) = (Gk+1, Hk+1).

Clearly, no pair of unlinked players has an incentive to form a link, and no player

has an incentive to remove links in G? or H?. Finally, no player has an incentive

to remove any of her links in both networks simultaneously. Indeed, we have

δ(g?h? , `;h
?
g?) > 0, and by symmetry of ψ, δ(h?g? , `

′; g?h?) > 0. Due to (P2), we

have δ(g?h? , `;h
?
g?) + δ(h?g? , `

′; g?h?) > t(ψ(g?h? , h
?
g?) − ψ(g?h? − `, h?g?) − (ψ(g?h? −

`, h?g?)−ψ(g?h?− `, h?g?− `′))). Consequently, tψ(g?h? , h
?
g?) + (1− t)(θ(g?h? , ι(g?h?)) +

θ(h?g? , ι(h
?
g?))) ≥ tψ(g?h? − `, h?g? − `′) + (1− t)(θ(g?h? , ι(g?h?)) + θ(h?g? − `′, ι(h?g?))).

We conclude that M? is an MLPE network.

[Characterization of MLPE]. Suppose that M = (G,H) is an MLPE network. We

successively show the two parts of the proposition.

1. We only establish that N1
sup(M) ∈ N c

G(M) since the arguments for showing

N1
sup(M) ∈ N c

H(M) are similar. To introduce a contradiction, suppose that play-

ers i and j belong to N1
sup(M) and are not linked in G. Consider player i. There

is player ` ∈ N such that g` ≥ gi + 1 and h` ≤ hi. Thus G−` ≤ G−i − 1. Conse-

quently, ψ(gi + 1, hi) + θ(gi + 1, G−i)− (ψ(gi, hi) + θ(gi, G−i)) ≥ ψ(gi + 1, h`)−
ψ(gi, h`) + θ(gi + 1, G−i) − θ(gi, G−i) ≥ ψ(g`, h`) − ψ(g` − 1, h`) + θ(g`, G−i) −
θ(g` − 1, G−i) > ψ(g`, h`)− ψ(g` − 1, h`) + θ(g`, G−`)− θ(g` − 1, G−`) ≥ 0. The

first inequality follows from hi ≥ h` and the supermodularity of ψ. The second

inequality follows from g` ≥ gi + 1 and the concavity in the first argument of ψ

and θ. The third inequality follows from G−` + 1 ≤ G−i and the strict strategic

complement of θ. The last inequality follows from the fact that M = (G, H) is an

MLPE network. Therefore, player i has an incentive to add a link in G. By using

the same arguments for player j, we conclude that players i and j are linked in
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G, a contradiction.

2. The proof for the case where ψ is submodular is obtained by using arguments

similar to those given in point 1.

�

The proof of Lemma 4 is straightforward, and therefore omitted.

Appendix C2. Proposition 7

Lemma 4 Suppose that ψ is strictly concave in each of its argument and θ is strictly

concave and satisfies strict strategic complement.

1. Let ψ be strictly supermodular. Suppose that ψGH(x+ 1, y + 1)− θ12(x+ 1, X −
x+ 1) > |ψGG(x+ 1, y)|+ |θ11(x+ 1, X − x+ 1)| and ψHG(x+ 1, y+ 1)− θ12(y+

1, Y − y + 1) > |ψHH(x, y + 1)|+ |θ11(y + 1, Y − y + 1)|. Then,

ψ(x+ 1, y + 1)− ψ(x, y + 1) + θ(x+ 1, X − x)− θ(x,X − x)

> ψ(x, y)− ψ(x− 1, y) + θ(x,X − x+ 1)− θ(x− 1, X − x+ 1), and

ψ(x+ 1, y + 1)− ψ(x+ 1, y) + θ(y + 1, Y − y)− θ(y, Y − y)

> ψ(x, y)− ψ(x, y − 1) + θ(y, Y − y + 1)− θ(y − 1, Y − y + 1).

2. Let ψ be strictly submodular. Suppose that |ψGH(x+1, y)|−θ12(x+1, X−x+1) >

|ψGG(x+1, y)|+ |θ11(x+1, X−x+1)| and |ψGH(x, y+1)|−θ12(y+1, Y −y+1) >

|ψHH(x, y + 1)|+ |θ11(y + 1, Y − y + 1)|. Then,

ψ(x+ 1, y − 1)− ψ(x, y − 1) + θ(x+ 1, X − x)− θ(x,X − x)

> ψ(x, y)− ψ(x− 1, y) + θ(x,X − x+ 1)− θ(x− 1, X − x+ 1), and

ψ(x− 1, y + 1)− ψ(x− 1, y) + θ(y + 1, Y − y)− θ(y, Y − y)

> ψ(x, y)− ψ(x, y − 1) + θ(y, Y − y + 1)− θ(y − 1, Y − y + 1).

Proof of Proposition 7 We prove successively the two parts of the proposition. Let

M = (G,H) be an equilibrium.

A. Suppose that ψ is supermodular. Consider player i 6∈ Nmin(M). Hence, there exists

player j such that gj + hj < gi + hi. There are four possibilities. When gi < gj and

hi > hj or gi > gj and hi < hj , we know by Theorem 5.2.(a) that player i has an

incentive to add a link in G or in H. The last two possibilities are symmetric: gi ≥ gj
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and hi > hj or gi > gj and hi ≥ hj . Because of the symmetry, we restrict our attention

to the case gi ≥ gj and hi > hj . We divide our analysis into three points.

1. Suppose that hi − hj > gi − gj . We have hi − hj ≥ gi − gj + 1 = δ + 1 First, we

assume that gj > 0, we have

ψ(gi + 1, hi) + θ(gi + 1, G−i)− (ψ(gi, hi) + θ(gi, G−i))

= ψ(gi + 1, hj + (hi − hj)) + θ(gi + 1, G−i)− ψ(gi, hj + (hi − hj))− θ(gi, G−i)
≥ ψ(gi + 1, hj + δ + 1) + θ(gi + 1, G−i)− ψ(gi, hj + δ + 1)− θ(gi, G−i)
= ψ(gj + 1 + δ, hj + δ + 1) + θ(gj + 1 + δ,G−j − δ)
−ψ(gj + δ, hj + δ + 1)− θ(gj + δ,G−j − δ)

≥ ψ(gj , hj) + θ(gj , G−j + 1)− ψ(gj − 1, hj)− θ(gj − 1, G−j + 1)

≥ ψ(gj , hj) + θ(gj , G−j)− ψ(gj − 1, hj)− θ(gj − 1, G−j) ≥ 0.

The first inequality follows from the fact that hi − hj ≥ gi − gj + 1 and ψ is

strictly supermodular. The second inequality follows from gi ≥ gj and Lemma 1,

i.e., ψ(x+ 1, y+ 1)−ψ(x, y+ 1) + θ(x+ 1, X−x)− θ(x,X−x) > ψ(x, y)−ψ(x−
1, y) + θ(x,X − x + 1) − θ(x − 1, X − x + 1). The third inequality follows from

the strategic complement property of θ. The last inequality follows from the fact

M = (G,H) is an MLPE network.

Second, we assume that gi > gj = 0. We extend ψ(·, hj) + θ(·, ·) to ψ(−1, hj) +

θ(−1, X), with X ≥ 0, and preserve the concavity of ψ and θ in their first argu-

ment. Because of the previous inequalities, we have ψ(gi+1, hi)+θ(gi+1, G−i)−
(ψ(gi, hi) +θ(gi, G−i)) ≥ ψ(0, hj) +θ(0, G−i+gi)− (ψ(−1, hj) +θ(−1, G−i+gi)).

We have

ψ(0, hj) + θ(0, X)− (ψ(−1, hj) + θ(−1, X))

≥ ψ(1, hj) + θ(1, X)− (ψ(0, hj) + θ(0, X))

≥ ψ(1, 0) + θ(1, X)− (ψ(0, 0) + θ(0, X))

≥ ψ(1, 0) + θ(1, 0)− (ψ(0, 0) + θ(0, 0)) ≥ 0.

The first inequality comes from ψ(0, hj) − ψ(−1, hj) ≥ ψ(1, hj) − ψ(0, hj) by

concavity of ψ and θ in their first argument. The second inequality follows from

supermodularity of ψ. The third inequality follows from the strategic complement

of θ. The last inequality follows from our assumption.

Third, we assume that gi = gj = 0. Then, ψ(1, hi) + θ(1, X) − (ψ(0, hi) +

θ(0, X)) ≥ ψ(1, 0) + θ(1, X)− (ψ(0, 0) + θ(0, X)) ≥ ψ(1, 0) + θ(1, 0)− (ψ(0, 0) +

θ(0, 0)) > 0. The first inequality follows from the fact that ψ is supermodular.
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The second inequality follows from the strategic complement of θ. The last in-

equality follows from our assumption. We conclude that player i has an incentive

to form an additional link in G.

2. Suppose that hi − hj < gi − gj . Then, we use the same arguments as in point 1

to conclude that player i has an incentive to form an additional link in H.

3. Suppose hi − hj = gi − gj . Moreover, suppose that there exists j, j′ ∈ Nmin(M)

such that gj − gj′ 6= hj
′ − hj . In that case, we also have hi − hj′ 6= gi − gj′ .

Consequently, by points 1 and 2, all players in N \Nmin(M) have an incentive to

form an additional link in G or in H by points 1 and 2. Consequently, if there

exists player i /∈ Nmin(M) who does not have an incentive to form an additional

link in G or in H, then gj − gj′ = hj
′ − hj , for j, j′ ∈ Nmin(M). It follows that

i ∈ Da(M), with a = gj − hj .

B. Suppose that ψ is submodular. Let i ∈ N \Nmax(M). Then, there is player j such

that gj + hj > gi + hi. There are three possibilities.

1. First, gj ≥ gi and hj > hi or gj > gi and hj ≥ hi. From Theorem 5.2, we know

that player i has an incentive to form an additional link in G or in H.

2. Second, gj < gi and hj > hi. Let gi = gj + δ, δ ≥ 1. Since gj + hj > gi + hi, we

have gi − gj + 1 = δ+ 1 ≤ hj − hi. We establish that player i has an incentive to

form an additional link in G. Let gj > 0. We have

ψ(gi + 1, hi) + θ(gi + 1, G−i)− (ψ(gi, hi) + θ(gi, G−i))

= ψ(gi + 1, hj − (hj − hi)) + θ(gi + 1, G−i)− (ψ(gi, hj − (hj − hi)) + θ(gi, G−i))

≥ ψ(gi + 1, hj − (δ + 1) + θ(gi + 1, G−i)− (ψ(gi, hj − (δ + 1) + θ(gi, G−i))

= ψ(gj + 1 + δ, hj − (δ + 1)) + θ(gj + 1 + δ,G−j − δ)
−ψ(gj + δ, hj − (δ + 1))− θ(gj + δ,G−j − δ)

≥ ψ(gj , hj) + θ(gj , G−j + 1)− (ψ(gj − 1, hj) + θ(gj − 1, G−j + 1))

≥ ψ(gj , hj) + θ(gj , G−j)− (ψ(gj − 1, hj) + θ(gj − 1, G−j)) ≥ 0.

The first inequality follows from the fact that ψ is submodular and gi − gj + 1 ≤
hj−hi. The second inequality follows from Lemma 4, ψ(x+1, y−1)−ψ(x, y−1)+

θ(x+1, X−x)−θ(x,X−x) > ψ(x, y)−ψ(x−1, y)+θ(x,X−x+1)−θ(x−1, X−x+

1). The third inequality follows from the strategic complement property of θ. The

last inequality follows from the fact that M is an MLPE network. Second, suppose

that gi > gj = 0. Then, we extend ψ and θ to ψ(−1, ·) and θ(−1, ·) and preserve

the concavity of these functions in their first argument. Because of the previous

50



inequalities, we have ψ(gi + 1, hi) + θ(gi + 1, G−i) − (ψ(gi, hi) + θ(gi, G−i)) ≥
ψ(0, hj) + θ(0, G−i + gi)− (ψ(−1, hj) + θ(−1, G−i + gi)). Moreover, we also have

ψ(0, hj) + θ(0, G−i + gi)− (ψ(−1, hj) + θ(−1, G−i + gi)) ≥ ψ(1, hj) + θ(1, G−i +

gi)− (ψ(0, hj)+θ(0, G−i+gi)) ≥ ψ(1, n−1)+θ(1, 0)− (ψ(0, n−1)+θ(0, 0)) ≥ 0.

The result follows.

3. Third, gj > gi and hj < hi. Since gj +hj > gi+hi, we have gj − gi ≥ hi−hj + 1.

We establish that player i has an incentive to form a link in H by using similar

arguments to those given in Point 2.

�
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