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ABSTRACT

Network analysis is often enriched by including an examination of node metadata. In the context of
understanding the mesoscale of networks it is often assumed that node groups based on metadata and
node groups based on connectivity patterns are intrinsically linked. Recently, this assumption has
been challenged and it has been demonstrated that metadata might be entirely unrelated to structure
or, similarly, multiple sets of metadata might be relevant to the structure of a network in different
ways. We propose the metablox tool to quantify the relationship between a network’s node metadata
and its mesoscale structure, measuring the strength of the relationship and the type of structural
arrangement exhibited by the metadata. Our tool incorporates a way to distinguish significantly
relevant relationships and can be used as part of systematic meta analyses comparing large numbers
of networks, which we demonstrate on a number of synthetic and empirical networks.
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Introduction

Block structure in networks is characterised by the group-
ing of nodes on the basis of shared connectivity patterns
[1, 2]. Such networks can be generated by Stochastic
blockmodels (SBMs) [3, 4] which – in turn – can be used
as baseline models to infer block structure from observed
networks. Blocks may take the shape of commonly stud-
ied mesoscale structures, such as assortative communities
or internally cohesive clusters. However, other structural
arrangements on the mesoscale, such as core-periphery
structures, disassortative (bipartite) structures as well as
(possibly nested) combinations of the above, are also possi-
ble, owing to the relatively general definition of similarity
of the SBM. It is often assumed that blocks – whichever
specific structural arrangement they may have – corre-
sponds to a latent ‘meaning’, i.e. some external similarity
exhibited by the nodes that has made it more likely for

them to connect to other nodes in the network in a similar
way, or vice versa. In practice, this ‘meaning’ is often
attributed to additional information on the network nodes,
which we call metadata. In the literature, node attributes
available as part of network analyses are often assumed
to be intrinsically linked to the network’s structure, an
assumption that – as has been demonstrated on multiple
occasions [5, 6, 7] – cannot be readily made.

Imagine a set of users who interact with each other on some
social media platform and for whom – in an idealised sce-
nario – some metadata is known to us: for each user we
know their preference for one of two political parties. We
can construct a network that represents the users’ conver-
sation around some political topic, by placing an edge
between user nodes who interacted within the context of
the topic. Assume we observe homophily in political lean-
ing (called assortativity in network science): users with
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shared party preferences are more likely to endorse each
other’s content than that of users who support other parties,
something that has been observed in the literature around
online interactions repeatedly [8, 9]. The static ‘snapshot’
of an interaction network between these users would show
an alignment of a partition of users by party preference
and one according to connectivity patterns. We could also
say that the generative process of this network was, at least
to some extent, likely governed by this particular set of
metadata under an assortativity modeling assumption.

Such alignment between metadata partitions and block
structure has been observed in different types of social net-
works on many occasions [10, 11, 12] which may at least
partly explain the widespread assumption of an intrinsic
connection between metadata and node structure. Moti-
vated also by a lack of knowledge on the ‘real’ generative
processes of empirical networks, node metadata has often
been viewed as the ground truth for the block structure of a
network, to evaluate [4, 13, 14] or to improve [15, 16, 17]
the performance of community detection algorithms. How-
ever, a number of recent works in the complex networks
community has challenged this belief [5, 6]; metadata
might be entirely unrelated to structure or, similarly, multi-
ple sets of metadata might be relevant to the structure of
a network in different ways [7]. We can illustrate this on
our example set of social media users for which we now
have a second set of node metadata: whether or not a user
is an expert on the political topic that is being discussed
in this particular network. Assume that in terms of struc-
tural feature, the network exhibits some assortativity (of
party preference) but the network also has a relatively well
connected core of users – in which there are connections
even between users of different party preference – and a
loosely connected set of peripheral nodes. This structure
then correspond to the node attribute of expert (core) vs
non-expert (periphery) and we thus have two sets of meta-
data that are linked to the network structure, representing
different structural arrangements.

This notion is also strongly related to the diversity of likely
partitions exhibited by real networks: in many cases, we
can identify multiple, potentially qualitatively different
partitions that divide the nodes of a network in a ‘plausi-
ble’ way [18]. This, in turn, suggests that multiple sets of
metadata can be related to the network structure, even if
they are qualitatively very different. Similar to our imag-
ined online network, it has been demonstrated that we can
generate networks whose mesoscale is similarly well ex-
plained by a division into two assortative communities and
by a division into a well-connected core and a sparsely
connected periphery [19]. By fitting an SBM to such a
network and sampling from the posterior distribution of
partitions, we are likely to find two locally optimal par-
titions – a bi-community and a core-periphery partition –
which may be aligned with different sets of metadata to
varying degrees. In other words: not only might multi-
ple sets of metadata be relevant to the network structure

in general, but they might be relevant in structurally very
different ways.

These two aspects of metadata-structure relationships in
networks motivate to ask the following two questions.
Firstly, is there a way to quantify which, if any, of multiple
sets of metadata is ‘more’ relevant to the structure of the
network and can we quantify the relative ‘strength’ of the
metadata-structure connection? And secondly, if a set of
node attributes is relevant to the structure, can we quantify
the particular structural arrangement at hand (assortativity
vs some other structure)? Answering these questions, in a
way that enables comparisons across multiple sets of meta-
data and between networks, requires rigorous, statistically
grounded methods. Generative models lend themselves
particularly well in this context, since they can provide
mathematical justification, help us deal with uncertainties
connected to model choices and facilitate comparisons of
different models and networks.

In this work, we utilise SBMs and methods from infor-
mation theory to quantify the strength of the connection
between node metadata and the mesoscale structure of
networks and the structural arrangement of metadata parti-
tions. We exploit the feature of the minimum description
length (MDL) principle [20], which penalises overly com-
plex models, to enable not only a comparison of multiple
sets of node attributes but also different structure-specific
SBM variants in their likelihood of having generated the
given network under a metadata partition. The proposed
metadata block structure exploration tool (metablox) al-
lows for the probing of the metadata-structure relationship
of a network, in which different structural arrangement
can be considered. While our measure can be extended to
include any number of structure-specific SBMs, we focus
on three variants in this work: the ‘traditional’ (non-degree-
corrected) SBM [21], the degree-corrected SBM [4], and
the assortative ‘planted partition’ SBM [22].

Blocks in networks

In the complex systems literature, the level of blocks in
networks is typically referred to as the mesoscale. It gen-
erally aims at facilitating the recognition of patterns that
– especially in very large networks – might not be visible
or unfeasible to detect by considering the network in its
entirety. The contemporary field of mesoscale analysis
has its origin in a variety of disciplines and thus unifies a
multitude of notions of (and terms for) node aggregates.

Notably, the mathematical sociology literature has a long
history of trying to understand how humans form groups
[23]. This first and foremost motivated the study of co-
hesive subsets in social networks, sometimes referred to
as communities (see [24] for a review). This includes the
study of different types of subsets of varying levels of co-
hesiveness, such as cliques [25], k-cliques [26], clubs [27],
and social circles [28]; it also expands to bipartite graphs,
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in the form of bicliques [29]. Another notion of node aggre-
gates that can be viewed through the lens of cohesiveness
is the idea of distinguishing a well-connected, cohesive
core group from a sparsely connected peripheral group
[30], a concept which was formulated famously by [31],
with related concepts being rich clubs [32] and k-cores
[33].

An alternative perspective onto defining social groups –
which can in fact include many of the above-mentioned
notions – is the idea of structural similarity (rather than
cohesiveness). It is defined through shared connectivity
patterns, an idea that first emerged in Social Network Anal-
ysis (SNA) as the rather strict notion of structural equiva-
lence: defining nodes as equivalent if they are connected
to the exact same set of nodes [1]. Directly related to
the notion of equivalence is the concept of blockmodeling,
in which equivalent nodes are aggregated to blocks and
the relationships between the nodes within them are ex-
pressed as connectivity at this block-level [1, 2]. These
first works on equivalence and blockmodeling were fol-
lowed by a number of relaxations, such as regular equiv-
alence, where nodes that are connected similarly to other
nodes are grouped [34, 35] and, notably, stochastic equiv-
alence, which holds for nodes that connect to other node
sets with the same probability [3]. The latter work also
manifested the first appearance of stochastic blockmodels
(SBMs), generative models that create networks by first
dividing nodes into blocks and then placing edges between
node pairs with a probability depending solely on the block
membership of each node. It is worth noting that by charac-
terising node groups based on shared connectivity patterns
to the rest of the network, blocks of nodes can construe
a wide range of different types of patterns including, but
not limited to, core-periphery structures, assortative com-
munities, i.e. cohesive subsets in which nodes are more
likely to connect to nodes within the same set than to other
sets, disassortative (bi-partite) structures, in which nodes
are most likely to connect to nodes in another group, or
potentially nested combinations of different structures.

In the complex systems literature, the challenge to quan-
tify and detect node groups has often been referred to
as community detection. Even though the term ‘commu-
nity’ is known for its lack of a unified definition, the field
is clearly dominated by the general notion of detecting
groups that are densely connected within and sparsely con-
nected to others [36], which closely relates to the notion
of cohesive subsets or clusters in SNA literature. Under
the umbrella of community detection, approaches rooted
in multiple disciplines have addressed the problem of iden-
tifying such groups in various different ways, which has
led to a somewhat fragmented research landscape (see [37]
for a review).

Methods of mesoscale structure detection grounded in a
notion of similarity based on connectivity patterns are be-
coming increasingly prominent in the form of extensions
to the SBM [3] as a tool to detect network partitions, by fit-

ting the generative model to network data to infer the most
likely block membership of nodes. This rise in popularity
follows a number of considerable advances in the SBM’s
resemblance of real network structure [4], the introduction
of more flexible, nonparametric inference approaches [38],
and increasingly efficient algorithms for this inference [39].
More focus is also being given to inferential approaches
after a number of studies demonstrated shortcomings of de-
scriptive models, in particular the commonly used method
of modularity maximisation [40], to consistently fail to dis-
cover node groups smaller than a particular size [41, 42]
and to detect group structure in random networks [43, 44].

Other than the famous improvement to the SBM that ac-
commodates heterogeneous degree distributions [4], other
proposed variants consider hierarchical [45] and overlap-
ping block structures [46, 47, 48], as well as multilayer net-
works [49, 50]. Additionally, some research has focused
on a generative network approach to a less generalised
form of block detection, to identify whether certain types
of structures are likely to be more prominent than others.
This includes SBMs that are tailored to identifying assorta-
tive communities [22], blocks in bi-partite networks [51],
and certain types of core-periphery patterns [52, 53]. Such
extensions exploit the parsimonious nature of recent SBM
developments [54], which allow for statistically informed
model selection and thus to identify the prominent type of
structure in a network, with a flexibility that includes many
of the different notions of node groups presented in the
early SNA literature. For an extensive review on different
SBM variants and their detectability limits, see [55].

Metadata and ground truth partitions

The idea behind identifying plausible network partitions
tends to be related to uncovering some latent ‘meaning’
behind the resulting set of node groups. In social interac-
tion networks in particular, it is often implicitly assumed
that, e.g., cohesive subsets of nodes are aligned to some
extent with dividing lines in some semantic dimension. Ex-
amples for this are networks of scientific collaborations in
which communities separate researchers by academic field
[10], the famous karate club in which cohesive subgroups
are said to correspond to factions in a dispute among club
members [11], or university students’ Facebook networks
in which group structure is governed by previous high
school attendance [12].

This implicit belief is at least partly responsible for the
fact that the literature in the intersection of annotated net-
works and block structure is dominated by the assumption
that there is some intrinsic connection between a partic-
ular set of metadata and the structure of the network on
the mesoscale. In particular, there are two broad research
directions under the umbrella of community detection that
have built on this assumption: the evaluation of the perfor-
mance of community detection methods on the one hand,
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and the ‘improvement’ of community detection methods
by the inclusion of metadata on the other.

Usually, synthetic networks – notably the Girvan-Newman
test [56, 57, 58] and the LFR benchmark [59, 60] – are
used as benchmarks to evaluate a method’s ability to detect
network structures previously ‘built into’ the network, as
an initial way to test the algorithm for a range of previously
known structural properties. However, since synthetic
networks tend to differ from empirical ones with respect
to certain features, researchers eventually need to do some
amount of testing on real networks; for these occasions,
available metadata is often used as the ‘ground truth’ for
evaluation purposes [4, 13, 14].

On the other hand, another subfield of community detec-
tion, which relies on the same assumption of an existing
metadata-structure correlation, builds upon this assump-
tion in order to let some set of metadata ‘aid’ the detection
algorithm to find some optimal partition [15, 16, 17]. See
[61] for a review of community detection methods on so-
cial networks with node metadata.

Another strand of research around annotated social interac-
tion networks does not strictly rely on the assumption of
a correlation between the two aspects and instead makes
conclusion about the underlying system by interpreting
group structure by help of some semantic metadata or vice
versa. Examples for this include interlinked blogs cohesive
groups of which are appraised by the identified political
leaning of the blogs [62] and Twitter communities that are
explored in terms of estimated political ideology of users
[8, 63].

Relationship between metadata and structure

In the above examples, an underlying correlation between
node annotations and network structure is assumed. How-
ever, it has been demonstrated repeatedly that many times
such an intrinsic alignment of blocks and metadata simply
does not hold and that this assumption therefore cannot
readily be made [64, 6]. The reason for such a lack of
alignment could be one of many, as summarised by Peel
at al. [7]: metadata may be noisy or may not actually
be related to the network structure; a network might not
exhibit any significant mesoscale structure at all (but still
have metadata); or multiple sets of sets of metadata might
be correlated with the structure of a given network. This
last point is particularly important in light of relatively re-
cent findings showing that networks may exhibit multiple
qualitatively different partitions at the same time, that ex-
plain different ‘aspects’ of the mesoscale structure [18, 19].
Hence, choosing any one set of metadata of a network as
the ground truth – seeing as there could be many other plau-
sible node annotations that may or may not be informative
on the network structure – is arbitrary.

Without a prior investigation of the relevance of a partic-
ular set of metadata to the network structure, approaches

that use metadata as the ground truth to evaluate or aid
mesoscale structure algorithms should therefore be chal-
lenged. Additionally, these findings call for methods
that not only refrain from making priori assumptions on
metadata-structure connections but that go a step further
and quantify the existence and strength of such a connec-
tion. In particular, they motivate the quest for methods
that measure whether or not a set of metadata informs the
network structure in a statistically significant way and that
enable the comparison of multiple sets of metadata, to con-
clude whether any, multiple, or none of the given sets are
relevant to the structure of the network.

Some researchers have addressed this point, by incorporat-
ing metadata labels in the inference procedure of detect-
ing partitions and ignoring them if they are uninformative
[5, 6]. In many occasions, however, relevance of metadata
to structure has been taken for granted, and specific struc-
tural arrangements of the metadata – i.e. the connectivity
within and between categories of node attributes – were
explored. Arguably, assortative mixing – the tendency of
nodes with the same attribute to connect to one another
– has received the most amount of interest in this type of
literature. It is commonly calculated with the assortativity
coefficient [65] or, for categorical attributes, with the modu-
larity measure [66]. Neither of these (strongly acquainted)
measures consider the generative process of the network
and it has been demonstrated that even random graphs can
exhibit modularity [43]. Even when these methods find
low levels of assortativity in the metadata categories of a
network, they do not allow for the possibility of the partic-
ular set of metadata being relevant to the network structure
some other way.

We are looking for a measure that can do two things:
quantify structural arrangement while measuring also the
strength of the metadata-structure relevance. Related work
that has gone furthest in this direction, and that serves
as a major motivation for our measure, is that by Peel
at al. [7]. The authors demonstrated convincingly that
multiple ground-truth partitions can be responsible for
the generation of a given network. They proposed two
separate measures, one to test the statistical significance
of the metadata-structure connection and one to explore
relationship between specific sets of metadata and the par-
tition landscape of a network. Their first measure (which
we outline later on in this work) serves as a p-value and
thus answers a simple yes-no question with respect to the
significance of metadata-structure relevance; their second
measure is an inferential approach based on SBMs, which
– upon visual inspection of the results – provides insights
into the extent to which different sets of metadata are
related to different parts of the partition landscape of a net-
work. While these measures enable an in-depth analysis of
individual networks and their metadata, they cannot be eas-
ily used for direct comparative purposes, since the strength
of metadata-structure relationships cannot be measured
and visual analysis is required for comparative studies of
multiple sets of metadata; a direct comparison between
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networks is also not possible. The measures the authors
propose thus do not lend themselves well for large-scale
comparative meta analyses of multiple networks. Here, we
propose a measure which includes some of the elements in-
troduced by Peel et al., but which is suitable for systematic
meta studies.

Materials and Methods

Our metablox measure enables quantification of the rele-
vance of a set of metadata to the mesoscale structure of
a network, in a way in which the prominent structural
arrangement of the metadata can also be identified. We
base this measure on the concept of network ‘compres-
sion’, as a means to finding likely explanations of the
network data that can come from generative models with
certain modelling assumptions. In particular, we exploit
connections between SBMs and an information theoretic
concept called description length, to explore the relation-
ship between metadata and network structure. To derive
our measure, we start by explaining some related concepts.

Description length

The minimum description length (MDL) principle is a
model selection criterion according to which one should
favour the model that achieves the smallest compression
of the data. The idea behind this is that compression is
possible when we find regularities in the data which, in
turn, means that we ‘learn’ about it [20]. MDL is some-
times described as a formal interpretation of Occam’s razor
– also known as the principle of parsimony – which is the
idea that one should try to find the explanation with the
smallest number of assumptions possible. In slightly more
formal terms, the best hypothesis H (e.g. a model with its
parameters) for a data set D, is the one that minimises the
sum S(H)+S(D|H), where S(D|H) is the amount of in-
formation required to describe the data D when it has been
encoded with the hypothesis H and S(H) is the amount
of information necessary to describe the hypothesis itself.
This demonstrates the ‘automatic’ overfitting-prevention
property of MDL, which makes it an attractive model selec-
tion criterion: with a more complex hypothesis, we need
less information to describe the data given the hypothesis,
but we need more information to describe the hypothesis
itself.

There is a strong relationship between MDL and Bayesian
inference [20] in general and the Bayesian interpretation of
the SBM more specifically. The latter is where it was first
used to enable inference of block structure of networks
without knowing the number of blocks in advance [67].
Before we detail the importance of description length for
block structure inference through SBMs, we introduce the
concept of entropy in this context and how it is related to
finding the most likely partition of a network.

SBM entropy

As a generative network model, the SBM is an ensemble
of graphs that can be generated from a set of parameters
θ, which – in its simplest form – is made up of the block
assignments of network nodes and the block matrix giving
the number of edges between blocks. In general, network
ensembles (not just SBMs) can be described by their (mi-
crocanonical) entropy S = lnΩ(θ), where Ω(θ) is the
total number of networks that can be generated under the
given set of parameters θ [68]. The higher the entropy of a
network ensemble, the more ‘disordered’ (or ‘random’) is
the ensemble.

The connection between entropy S, SBMs and the use
of MDL is important in the context of block structure in-
ference: using SBMs as baseline models to identify the
most likely partition of a network. To understand this
connection, we assume that we have a network A that
is generated by a generative network model with param-
eters θ. P (A|θ) is the probability of network A being
generated by the model and we assume that all networks
occur with the same probability P (A|θ) = 1

Ω(θ) . From
this assumption, one can straightforwardly make a con-
nection between the microcanonical entropy S and the
log-likelihood: L = lnP = − lnΩ(θ) = −S [69]. In the
SBM literature, log-likelihood is often used to identify the
most likely parameters θ, and thus the most likely partition,
given the network [21, 4]. However, maximum likelihood
estimation – inferring parameters θ by maximising L (or,
equivalently, minimising S) – leads to overfitting. Peixoto
[67] demonstrated the reason for the overfitting problem
of minimum entropy in the SBM context and proposed a
solution that involves the MDL principle, which has since
become the state-of-the-art approach in the SBM literature.
It turns out that entropy minimisation becomes problematic
once the number of model parameters is not fixed. For ex-
ample, if the number of blocks B is not known in advance
and is to be inferred, minimising the entropy would lead to
the trivial partition of every node being its own block, i.e.
B = N , where N is the number of nodes.

Nonparametric Bayesian inference

To circumvent this, we can make use of a nonparamet-
ric (instead of a parametric) approach [38] by considering
the full joint distribution of the network and the SBM
model parameters, rather than just the SBM likelihood.
For example, assume a non-degree-corrected SBM, for
which the parameters are the edge counts ers between any
two blocks r and s, and the block assignment vector bi

(with block assignments for each node i). To generate
a network from this model, we sample a partition of the
nodes into blocks, sample the numbers of edges between
the blocks, and we finally place edges between nodes ac-
cordingly to create the network (i.e. we sample from the
networks that are possible given the partition and num-
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ber of edges). The full joint distribution of this model is
therefore P (A, e, b) = P (A|e, b)P (e|b)P (b).

In nonparametric Bayesian framework, we maximise the
posterior distribution of partitions

P (b|A) =
P (A, b)

P (A)
=

P (A|b)P (b)

P (A)
(1)

to find the most likely partition b to have generated the net-
work. This is where the microcanonical formulation helps
simplify the inference problem, which allows us to write
P (A|b) = P (A|e, b)P (e|b). The marginal likelihood is
usually P (A|b) =

∑
e P (A|e, b)P (e|b), but due to the

‘hard’ constraints of the microcanonical SBM, there is only
one non-zero element in this sum [67].

It turns out that this is where we can re-introduce notions
from information theory. In particular, the posterior can be
rewritten as

P (b|A) =
P (A|e, b)P (e|b)P (b)

P (A)
=

e−Σ

P (A)
(2)

where Σ = − lnP (A|e, b)− lnP (e, b) is the description
length. As above, the first component is the amount of in-
formation required to describe the network under the SBM
and the given parameters and the second component is the
amount of information needed to describe the parameters
themselves. Due to this definition, finding the partition
b that minimises the description length is equivalent to
finding the partition that maximises the posterior, i.e. to
finding the most likely partition of the network.

Model selection and SMB variants

The anti-overfitting feature of the MDL principle enables
us to infer the most likely partition of a network, without
knowing the number of blocks B. Finding the most likely
out of multiple different values of B is essentially choosing
between SBMs with different parameters, this is also called
model selection. Additionally to inferring B, MDL also
allows for model selection from a different perspective.
The penalisation feature means that we can also choose
between different variants of the SBM, that incorporate
different assumptions in terms of the generative process,
and thus gain insight into which of multiple processes was
more likely responsible for the generation of a network at
hand. Specifically, the MDL principle as a model selection
method can be used to to quantify prominent structural
arrangements in real networks. This has been done to show
the extent to which assortativity is the prominent structural
feature of real networks [22], to demonstrate which one of
two types of core-periphery structures is the most likely
structure in a number of empirical networks [53], and as
a means to compare a large number of block structure
inference methods [70]. It has also been demonstrated that
it might be possible to conduct similar comparative studies
exploring any number of structures that can be encoded in
the block matrix of an SBM [71].

In practice, the more likely of two models m1 and m2, with
parameter sets θ1 and θ2 respectively, can be identified by
calculating their posterior odds ratio

Λ =
P (θ1,m1|A)

P (θ2,m2|A)

=
P (A|θ1,m1)P (θ1|m1)P (m1)

P (A|θ2,m2)P (θ2|m2)P (m2)

= e−∆Σ,

(3)

where ∆Σ = Σ1 − Σ2 and where we assume that both
variants are equally likely (i.e. P (m1) = P (m2) [38]. We
can therefore find the more likely model (in terms of the
specific parameters) by calculating the description lengths
of the network under each model and partition. For Λ = 1
or, equivalently, Σ1 = Σ2, the models are equally likely
and for Λ > 1 (Σ1 < Σ2) model m1 is more likely than
model m2.

In this work, we focus on three SBM variants which we
briefly outline in the following. In the ‘standard’ (i.e. non-
degree-corrected SBM (NDC), the placement of an edge
between two nodes depends solely on the block member-
ship of each node and on the probability of two nodes from
the two blocks being connected. Similar to the random
graph model, one major drawback of this model is that
the generative process produces networks that have blocks
within which node degrees are Poisson distributed. To
overcome this caveat, that makes the model unlike many
real networks whose node degrees often have power-law
degree distributions, the degree-corrected variant (DC) was
proposed [4]. In this variant, edge placement depends on
node degrees as well as block membership, thus account-
ing for heterogeneous degree distributions. A third variant
we include in our analysis is the assortative ‘planted parti-
tion’ SBM (PP), which – as part of the generative process –
assumes assortativity [22]. Note that we are focusing here
on the description length of undirected simple graphs, so
that any network for which our measure is used has to be
treated as such. An extension of our measure to directed
networks and/or networks with multi-edges is straightfor-
ward and should be considered as part of future research.

As described above, the description length of an SBM
can be directly derived from its full joint distribution.
For NDC, the only model parameters are the edge
counts ers between blocks r and s and the block as-
signment vector b, so the model is fully described by
P (A, e, b) = P (A|e, b)P (e|b)P (b), where P (A|e, b) is
the model likelihood of NDC, P (e|b) is the prior on
edge counts and P (b) is the prior on the partition. For
DC, we need to consider the additional prior on the
degree sequence k, and we thus have P (A, e, k, b) =
P (A|e, k, b)P (k|e, b)P (e|b)P (b) [38], where P (k|e, b) is
the probability of the degree sequence. For PP, the prior
on the edge counts serves as a constraint on the network
to favour assortative structure. The full joint distribution
can be written as P (A, e, k, b) = P (A|e, k, b)P (k|e, b)×
P (e|ein, eout|b)P (ein, eout|E, b)P (E)P (b), where E is
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the total number of edges in the network, ein and eout are
the number of edges within and between blocks, and where
we use the model likelihood of DC [22].

The equations for the calculations of the model likelihoods
and the priors can be found in Appendix A.

Motivational example

We motivate our measure by creating a synthetic network
with categorical network data and by incorporating the con-
cepts introduced above to explore the metadata-structure
relationship of this network. The network will have a multi-
modal partition distribution, in the sense that one can iden-
tify multiple, equally likely, but qualitatively very different
partitions of the network which explain its mesoscale sim-
ilarly well. We generate the network with the Stochastic
cross block model (SCBM) [19], which facilitates the gen-
eration of such networks with ‘ambiguous’ mesoscales
structures, by ‘planting’ (similar to the planted partition
model [72]) multiple coexisting partitions into one given
network. We use the SCBM to generate a network G
with N = 100 nodes, B = 2 blocks and expected de-
gree c = 10. We plant two coexisting partitions, so that
the network exhibits bicommunity (BC) structure (i.e. two
assortative communities) as well as core-periphery (CP)
structure.1 Figure 1 illustrates the network in two separate
visualisations, with nodes painted according to their block
membership in the bicommunity partition (Figure 1a) and
according to their block membership in the core-periphery
partition (Figure 1b).

To demonstrate that this network does, in fact, exhibit a
heterogeneous partition landscape, we fit an SBM to this
network and sample from the posterior distribution by us-
ing the methods from the graph-tool library [73] (which
has also been used to draw all network visualisations in
this paper). In particular, we use the degree-corrected SBM
variant (DC), which is meant to account for heterogeneous
degree distributions within blocks [74]. The description
lengths ΣDC of the network according to these partitions
are plotted in grey dots on the x-axis in Figure 2. We also
calculate the description lengths ΣPP of the network ac-
cording to each partition under the planted partition SBM
(PP), a variant of the model that assumes assortativity [22];
these are shown on the y-axis of the same figure. Note
that, unsurprisingly, we find that ΣPP ≤ ΣDC for all
partitions, since partitions were found by DC and corre-
sponding description lengths were then calculated for the
same partitions under PP. If we take a closer look at the
partitions that we sampled, we find clusters of similar par-
titions, here marked by the dashed-line circles. We show
representative partitions for each partition cluster in the
two network visualisations on the left-hand side of the plot,

1We choose θBC = 2E
(
1−µ µ
µ 1−µ

)
and θCP = 2E

( 1−λ 1
2

1
2

λ

)
with µ = 0.25 and λ = 0.05 as block matrices, where E denotes
the total number of edges.

(a) Bicommunity partition

(b) Core-periphery partition

Figure 1: An example graph with nodes coloured according
to their block memberships in the planted bicommunity
partition (a) and the planted core-periphery partition (b).

in which nodes are painted according to block assignments.
We clearly see a strong similarity between these inferred
partitions and each of the two planted partitions in Figure
1 and we therefore conclude that we have successfully cre-
ated a network with the desired diverse partition landscape.
We also observe that for those inferred partitions that are
similar to the planted bicommunity partition, the PP offers
a similarly good encoding of the network as the DC, since
ΣPP ≈ ΣDC for those partitions. In contrast, the descrip-
tion lengths of the network are considerably higher under
the same partitions but according to PP. This illustrates
that calculating the description length of a network under
different models can help us probe its partition landscape.

In line with the objective of our measure, we use this
example network to demonstrate that description length
is a suitable tool to understand the relationship between
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Figure 2: Description lengths under the DC and PP of the partitions sampled from DC (grey dots) and description
lengths of the same network under DC and PP with metadata partitions (blue and red stars). The darker the colour
of the stars representing the metadata partitions, the higher the correlation of the metadata labels with the respective
planted structure. The network is visualised on the left-hand side, with nodes painted according to two of the sampled
partitions. These two partitions are representative for clusters of partitions that have been grouped according to a
partition similarity measure.

metadata and network structure. For this purpose, we
generate multiple sets of metadata in a way such that the
labels align with the block structure of the network to
varying degrees, similar to the related work in [7]. In fact –
since we have planted two two-block partitions – we create
multiple sets of metadata for both of them: one for BC,
one for CP. For each of the planted block structures, we
generate a set of metadata for each of a set of correlation
values ρ, so that each node is labelled equal to the block
assignment of the planted structure with probability (1 +
ρ)/2. We increase ρ from 0 to 1 at steps of 0.01, yielding
202 sets of metadata in total, one being ‘bicommunity-like’
and one being ‘core-periphery-like’ to varying extents.

Intuitively, one way of measuring the relevance of a set
of metadata to the network structure might be to calcu-
late the partition similarity, either between the metadata
partition and the ground truth partition (for synthetic net-
works, when this is available) or to inferred partitions in
real networks. However, we will see later that in cases
where the signal of the planted block structure is weak,
the partition similarity approach fails. Instead, we quan-
tify the relationship between metadata and structure by
measuring how well a network would be encoded by an
SBM if the metadata partition was the parameter of the
model. In other words, how likely was an SBM – with the
partition parameter being the metadata labels – responsible
for the generation process of a given network. In order

to quantify this, we first need to calculate the description
length of the network under an SBM. In particular, we
again do this under both the DC and the PP, and plot the
resulting description length values, represented by the star
symbols, alongside the description length values of the
inferred partitions in Figure 2. The red stars represent the
partitions that are correlated with the planted bicommunity
structure, the blue stars represent those that are similar to
the core-periphery structure, with darker colours depicting
higher values of ρ. As expected, we observe that under
the more general of the two models, the partitions with the
highest values of ρ have the lowest description length: the
stronger the correlation of the metadata with the planted
structure, the lower the description length, since the meta-
data partition is similar to the two ground truth partitions
that were responsible for generating the network. The de-
scription lengths under the PP on the y-axis illustrate that
additional to measuring the extent to which metadata is
related to structure, we can also probe the type of structural
arrangement: the bicommunity-like metadata are encoded
as well under PP as under DC, indicating that assortativity
was a prominent feature of the network generation process
[22]. The core-periphery-like metadata, however, yield
much higher description lengths under PP compared to
DC, suggesting that – as we know is true – if we were
to assume that this metadata was responsible for gener-
ating this network, assortativity was much less likely the
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prominent structure compared to some other more general
structure.

We can see that for multiple sets of metadata with the same
number of blocks and equal block sizes, using description
length alone provides meaningful insight into the connec-
tion between metadata and structure – not just in terms of
overall relevance but also in terms of probing types of ar-
rangements. However, two features required for a measure
that enables large-scale meta studies of collections of net-
works are not satisfied with this simple approach. Firstly,
using raw description length values does not supply the
necessary information to understand whether these mea-
sures are statistically significant; without having a point
of reference, the description length of the network under a
metadata partition does not tell us anything about whether
this particular set of metadata describes the network better
than a random partition of the network. Another issue
is that raw description length values do not enable inter-
network comparisons, the description length increases with
growing network size and decreases with larger numbers
of blocks and we thus cannot use it to compare networks
of potentially different sizes, densities, block structures,
and metadata partitions. We thus need to find a way to
incorporate a notion of statistical significance into our mea-
sure and normalise it in a way that allows cross-network
comparison.

Normalisation

To do so, we normalise our measure by the description
length of the ‘best possible’ generative model that we can
find. In an ideal scenario, the preferred approach would
be to juxtapose the metadata partition under each model
with the description length of the ‘true model’ thereby of-
fering insight into how closely our models align with the
actual generative process underlying the network. Regret-
tably, this is unattainable due to the inherent challenge of
identifying the ‘true model’ [44]. Consequently, we in-
stead compare each of our models with the best achievable
model within our reach. To this end, we use the relevant
functions from the graph-tool library [73] to separately fit
each SBM variant m to the network and infer the optimal
partition under each model by minimising the description
length. We then identify the description length of the over-
all optimal partition by finding the minimum out of the
description lengths of the optimal partitions inferred by
each SBM variant m, thus Σopt = min({Σm

opt}). Since
Σopt is the lowest possible description length associated
with a partition inferred by any of the included SBM vari-
ants, it can be interpreted as the description length that is
closest to the description length of the ‘true model’.

Statistical significance

To consider statistical significance in our measure, we take
the description length of the network under an SBM with

the observed metadata partition and compare it to the de-
scription length of the same network under an SBM with
randomised metadata. This approach is inspired by the
blockmodel entropy significance test (BESTest) [7], which
produces a metadata p-value, i.e. the probability that a
randomised version of the observed metadata describes
the network better than (or equally well as) the observed
metadata. The BESTest p-value is calculated by generating
a large set of randomised metadata partitions (whereby the
number of elements in each metadata category is fixed),
computing the SBM entropy under each of the randomised
partitions, and finally comparing the SBM entropy under
the observed metadata partition to that of the randomised
partitions. However, SBM entropy decreases for an in-
creasing number of groups (see Section ) which greatly
complicates direct comparison of metadata models (i.e. dif-
ferent metadata partitions and/or different SBM variants).
Description length enables model selection and can thus
be used to compare different sets of metadata for a given
network.

Instead of calculating a p-value from distributions of de-
scription lengths, we identify the maximum significant
description length Σ∗ of the randomised metadata. For a
significance level of α = 0.01, Σ∗ is equal to the first per-
centile of the description length distribution of randomised
metadata. The choice of α is, to some extent, arbitrary;
here, we make the choice based on conventions in measur-
ing statistical significance, according to which α = 0.01
denotes strong evidence against the null hypothesis, i.e.
that the network is described equally well by randomised
metadata. We emphasise that other choices can be made
when our measure is used, as the required level of signifi-
cance may depend on the specific context. In our measure,
we take Σ∗ to be the maximum description length for
which we would still consider the description length of the
observed metadata to be relevant. To be exact, to calculate
Σ∗ = min({Σm

∗ }), where Σm
∗ is the maximum significant

description length for of the randomised metadata under
SBM variant m.

Metadata block structure exploration (metablox)

Putting together these components in one measure, we
finally arrive at our metablox pipeline which produces the
vector γd for a metadata partition d, grounded in the notion
of model selection outlined in Section . It can consist of as
many elements as we include SBM variants to probe for
different structural arrangements. Here, we will work with
the two variants used in the motivating example, DC and
PP as well as the non-degree-corrected SBM (NDC), thus
γ is a vector with three elements. For a metadata partition
d, the metablox vector γd thus consists of elements

γm
d =

Σm
d − Σopt

Σ∗ − Σopt
(4)

for each SBM variant m. Σm
d is the description length of

metadata partition d under model m, Σ∗ is the maximum
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Figure 3: Metablox vectors γ of dimension (DC, PP) for a synthetic network with sets of metadata that are correlated
with planted community structure (left) and core-periphery structure (right) to varying degrees.

significant description length, and Σopt is the description
length of the optimal partition of the network. Recall that
the difference in description length between two models
is equal to the log of the posterior odds ratio of the two
models. The numerator of γm

d thus measures how much
more likely the optimal partition is compared to the meta-
data partition under model m. Similarly, the denominator
represents how much more likely the optimal partition is to
the randomised metadata partitions under all models. The
total measure is the former normalised by the latter.

With this definition, each element can then be interpreted
as follows: for γm

d ≥ 1 we say that this set of metadata is
not relevant to the structure under model m, since more
than 1% of the randomised metadata partitions compress
the network more efficiently than our observed metadata,
under the given model. For γm

d < 1, the metadata is rele-
vant to the structure under the given model, and the closer
γm
d is to 0, the stronger the relevance of the set of meta-

data to the block structure and the closer the structural
arrangement of the metadata to the typical type of struc-
ture generated under the given model m. Another way
of interpreting γm

d is: relative to the best compression we
can find, how efficient is the compression of the observed
metadata d under m compared to partitioning the network
by randomised versions of the metadata.

Note that for a network with some metadata partition d,
γm1

d < γm2

d merely tells us that, given the observed meta-
data, model m1 provides a better explanation of the net-
work than m2. It does not necessarily mean that the block
structure of our network as a whole is optimally explained
by m1. In fact, it is possible that SBM variant m2 is the
better model for the network as a whole, were we to calcu-
late the log-evidence of each model (rather than comparing
the description length of individual partitions) 2 This is be-

2The log-evidence measures which model is the better ex-
planation of a network overall, by considering both the mean
description length of the posterior distribution of partitions and

cause Σopt corresponds to the particular SBM variant that,
as part of the inference procedure, yielded the partition
with the lowest description length. For element γm

d of γ,
this might not be the same as m.

In Figure 3, we show two dimensions of γ for our moti-
vational network and its metadata. In particular, we cal-
culate γd for each metadata partition d out of all 202 that
we created for the network and we plot γDC

d on the x-
axis and γPP

d on the y-axis, this time separately for the
bicommunity-like metadata (left) and the core-periphery-
like metadata (right). As before, darker colours correspond
to a stronger correlation of the generated set of metadata
with the planted block structure in each of the two coexist-
ing partitions. By definition, and as can be observed in Fig-
ure 3, the elements of γ preserve the differences between
the description lengths of the metadata partitions under the
different variants of the measure. We also observe that for
higher values of ρ, i.e. partitions that are more similar to
the planted core-periphery partition, γPP is higher than
for partitions are less correlated to the planted structure.
At the same time, γDC is lower for partitions with high ρ
values. γ thus correctly identifies the partitions that are
strongly related to the network structure when we use the
more general of the SBM variants. On the other hand,
partitions that have stronger correlation with the existing
core-periphery block structure are less relevant under the
PP model. γ therefore also identifies that these are the
partitions that are least likely under the PP model.

We will see in Section that γ is also mostly independent of
network size, the number of metadata labels and the block
structure. This means that it can be used across networks
and thus as part of meta analyses.

the entropy of the posterior distribution itself and thus incorporat-
ing the notion of more ‘peaked’ distributions suggesting a better
model fit [38].
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(a) (b)

Figure 4: Optimal and metadata description lengths, and γDC for increasing network size N (left) and number of
planted blocks B (right).

Results

We demonstrate γ on a number of synthetic and real net-
works. Here, we include DC, NDC, and PP in the calcula-
tions for γ. This means that γ is a vector of size three and –
in this specific case – we also use the same three variants to
calculate Σ∗ and Σopt. In many cases, it might be possible
to come closer to identifying a more optimal partition (i.e.
lower Σopt) by inferring the most likely partition for other
SBM variants, such as the nested SBM [45], which has
demonstrated to provide the best model fit in many cases
[70]. It is straightforward to extend our measure to include
as many SBM variants as desired in this calculation, but
longer computation times must be expected, especially for
large networks.

Synthetic networks

To demonstrate the suitability of the metablox measure to
be used as part of comparative studies of networks of differ-
ent sizes and topologies, we generate additional synthetic
networks and run some robustness tests. Since the descrip-
tion length of a network increases with growing size N and
decreases with growing number of blocks B, we generate
synthetic networks that allows us to test if γ is, in fact,
independent of these factors. To check for the behaviour of
metablox values for increasing network size, we increase
N from N = 100 to N = 1000 at steps of 100, and gen-
erate 50 networks for each N , all with expected degree
c = 10 and with planted bicommunity structure (B = 2).3
In Figure 4a, we plot the mean description lengths and
metablox (plus 95% confidence intervals) for each value
of N . In particular, we plot all the individual components
of γDC

d as well as γDC
d itself, where d is a metadata parti-

tion that correlates with the planted bicommunity structure
with probability ρ = 0.8. In particular, the plot shows
the description length of the metadata partition ΣDC

d (red
plus symbols), the first percentile of the distribution of

3We use θBC = 2E
(
1−µ µ
µ 1−µ

)
, this time with µ = 0.1.

the description lengths of randomised metadata partitions
Σ∗ (blue crosses) and the description length of the opti-
mal partition Σopt (green stars). Overall, we clearly see
the intended normalising effect, as γDC

d remains relatively
stable for growing N . It appears that our measure is not
perfectly independent of network size, as we observe a
small decrease for γDC

d as N increases from the smallest
values. While this bias should be considered when using
our measure to compare networks of very different sizes
and further analysis of the reasons for this effect should be
explored in future work, the overall normalisation seems
sufficient to use the measure on real networks.

To test the measure’s behaviour for varying numbers of
blocks, we fix the network size at N = 400 and leave
all other parameters as above, increasing B from 2 to
10, again generating 50 networks at each step. Figure 4b
shows that while the overall description lengths of meta-
data, randomised metadata and optimal partition decrease
as B increases, we again see that γDC

d accounts for these
differences to a large extent. As with the case of increas-
ing N the normalising effect is not perfect, but it seems
sufficient to apply the measure in a comparative setting.
Note that the same plots for the NDC component of the γ
vector show an even stronger normalising effect; we briefly
discuss this in Appendix B.

Real networks

We now show the metablox vector for multiple sets of real
networks. The first one consists of the three Lazega law
firm network [75]. In this set, there are three networks
in which edges represents different types of connections
between the employees of a corporate law firm (coworkers,
friendship, and advice). For the employees, we include five
sets of node attributes - their status in the firm, gender, one
of three offices, which type of law they practice, and which
law school they went to. The second set of networks con-
tain data on four Twitter debates on political topics in the
US. The original set of users on which these networks are
based were collected by [76] and the ones used in this pa-
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Figure 5: Metablox values under DC as a function of
the number of nodes N of all empirical networks in our
collection.

per were recollected by [77]. The first three were collected
between 2015 and 2016, and are based on conversations on
abortion, Obamacare, and gun control. The fourth network
represents conversations that happened on the day of the
US presidential election in 2020. In all of these networks,
the available node metadata reflects two categories of po-
litical orientation as either liberal or conservative, based
on calculations made by the authors of [77] to estimate
political opinion scores from shared URLs.4 Finally, we
include a number of individual extra networks, accessed
through the Netzschleuder network catalogue [79]. The
first of these is the network of political blogs from 2004,
in which nodes and edges represent blogs and hyperlinks
between blogs respectively, and where blogs are given a
conservative or liberal attribute [62]. The second one is
the Zachary Karate Club friendship network, with edges
representing friendship between the members of a karate
club, and two sets of metadata representing a divide into
the teachers and students and a divide into two arguing
factions (often seen as the ground truth partition of this
network), respectively [11]. The crime network [80] is
a network of people involved in crimes in the 1990s in
the US, where metadata refers to people’s roles in these
crimes (suspects, victims, witnesses). Lastly, we include a
facebook friendship ego network, in which node attributes
represent the relationship context [81].

We calculate the three-dimensional metablox vectors γ for
each network-metadata pair. In Figure 5, we plot the DC
component of γ for each of these pairs against the number

4The liberal-conservative opinion categories are based
on a continuous score between -1 and +1 that were cal-
culated [77] based on URLs shared by Twitter accounts
and the categorisation of websites behind these URLs on
https://mediabiasfactcheck.com/ – a method originally used by
[78]. The two categories used here as node metadata are based
on users below and above a neutral score of 0.

of network nodes N , to show that there is no visible pattern
that suggests a dependency of our measure on the network
size.

Law firm networks Figures 6a and 6b show the
metablox vectors for the five metadata partitions of each of
the three law firm networks; note that the numbers are also
displayed in Table 1 in the appendix. On first sight, we can
see some considerable variation with respect to the extent
to which the metadata partitions are related to the network
structure under each of the SBM variants. The law school
that employees attended, for example is not related to the
structure for any of the networks under any model, albeit
barely significant under DC for the friendship network.
Similarly, employees’ gender is not relevant to the edge
generation process in the co-working and advice networks,
and is somewhat relevant in the friendship network. The
type of law practiced by an employee is not relevant to
the formation of friendship ties but is strongly relevant in
terms of co-working and advice ties. In these two networks,
PP compresses this metadata partition equally well as DC,
implying that assortativity was the prominent feature in the
process. In the case of the friendship network, the status
of employees is the attribute most strongly related to the
edge formation, again similarly well explained by PP as by
DC. Peel at al. [7] used the same networks to demonstrate
both of their methods, which we outlined abo. In line
with our results here, their methods indicate that all sets
of metadata are relevant to the structure in at least one of
the networks. However, they also concluded – using their
second proposed method – that the law school metadata
is more strongly related to the network structure of the
friendship network than the office metadata. According
to our metablox measure, both of these sets of metadata
are relevant to the network under DC but the association
is much stronger for the office metadata; we also find that
under NDC, the office metadata is still relevant but the
law school metadata is not. As mentioned previously, the
methods proposed by the above authors can give insights
into the relevance of the metadata to the structure and to
the quality of the relationship by visually inspecting tra-
jectories in the partition landscape, but they do not enable
a direct quantification of the likely prominent structure.
They also do not enable a direct comparison of different
networks, something our measure is designed to do as
demonstrated in the following paragraph.

Political Twitter networks In Figures 6c and 6d, we plot
the metablox vectors for the Twitter interaction networks
in which users debated political topics in a US context.
We observe that in all four cases, the metadata partition
into liberals and conservatives is relevant under DC and
PP, but not under NDC. We can conclude that all metadata
partitions were likely to be at least somewhat related to
the data generating process and that assortativity is the
prominent structural arrangement in all cases, albeit to
varying degrees. Interestingly, the ordering of the four
networks along the x = y axis nearly corresponds with
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(a) (b)

(c) (d)

Figure 6: Metablox vectors for the law firm networks (top) and Twitter networks around US political debates (bottom),
comparing DC to NDC (left) and to PP (right). The labels on the law firm figures represent the metadata partitions
office (O), status (S), gender (G), law school (L), and practice (P).

Figure 7: Metablox vectors for all of empirical networks, under DC and NDC (left) and under DC and PP (right).
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findings on polarisation levels in these networks, which
classified the election network as the most polarised and
the Obamacare network as the least polarised; only the
abortion and gun control networks were reversed in the
ordering [77]. Similar to our work, this particular polar-
isation measure also considers both network structure as
well as a metadata dimension. However, their measure con-
siders continuous node attributes – specifically political
ideology on a continuous left-right scale – and specialises
on measuring polarisation rather than the more general
approach we take here. So although our measure has a
different purpose, it is interesting to see that it might be
able to pick up specific network properties (such as polari-
sation or fragmentation) while also being general enough
to enable broader comparisons.

Cross-network comparison Finally, we show γ for all
empirical networks (including the extra networks men-
tioned at the beginning of Section ) combined in one plot
(Figure 7), to illustrate that our measure serves not only for
a comparison between multiple metadata partitions of one
network, or between multiple networks of the same type,
but also of collections of networks that represent different
data sources altogether. This facilitates a quick identifica-
tion of networks which stand out in the way in which a
particular metadata partition is related to the structure. In
this case, for example, we can see that one of the metadata
partitions of the Karate club network (it happens to be
the teacher-student partition) is better explained by NDC
than by DC. We can also find the network for which the
metadata is closest related to the structure (the facebook
ego network), or the one for which a particular SBM is a
particularly unlikely explanation of the structure under the
metadata partition.

Discussion

In this paper, we have introduced a novel measure for
probing the relationship between network metadata and
its structural organization. Our metablox pipeline, which
produces the vector γ, is designed to provide insights
into the relevance of metadata to network structure and
the likely structural arrangement within the network. We
have applied this measure to both synthetic and real-world
networks to demonstrate its utility in various scenarios.

Our analysis of synthetic networks confirmed that γ re-
mains relatively constant across networks of different sizes
and numbers of planted blocks, indicating its robustness
and suitability for comparative studies. This property
allows us to use γ as a tool for cross-network compar-
isons, enabling us to assess the relevance of metadata and
the likely structural arrangement in diverse network data
sources.

We have further applied the metablox measure to a col-
lection of real-world networks, including the Lazega law

firm networks, Twitter debates, and various other networks.
The results reveal variations in the relevance of metadata
partitions and the likely structural arrangement, providing
valuable insights into the underlying dynamics of these
networks. For instance, we observed that metadata parti-
tions related to political orientation in the Twitter debate
networks were relevant under degree-corrected (DC) and
planted partition (PP) stochastic block models but not un-
der non-degree-corrected (NDC) models. This suggests
that assortativity is a prominent feature in these networks,
that have been shown to exhibit varying degrees of polari-
sation [82, 77]. Our measure allows for a comprehensive
cross-network comparison, enabling researchers to quickly
identify networks where specific metadata partitions are
closely related to structure or where certain structural ar-
rangements are unlikely under the metadata.

In terms of future work, there are several directions in
which this measure can be extended and applied to address
a broader range of research questions and network types.
One potential extension of γ involves incorporating addi-
tional dimensions to capture various structural patterns in
networks. Currently, we focus on degree-corrected (DC),
non-degree-corrected (NDC), and planted partition (PP)
stochastic block models. However, networks often exhibit
more complex structural arrangements beyond these mod-
els. Future work could explore the integration of other
SBM variants that are tailored to specific structural mo-
tifs, such as core-periphery structures, bipartite structures
or nested patterns. The current measure has been imple-
mented for undirected simple graphs, but extensions to
more complex network structures such as directed graphs
and multigraphs are straightforward and should also be
considered as part of future research.

Our measure has the potential to serve as a tool for con-
ducting large-scale comparisons of collections of network-
metadata pairs, another promising avenue for further re-
search. This sort of analysis is conceivable for networks
coming from a variety of research fields – as long as cat-
egorical node metadata is available. Obvious examples
for possible studies in this regard are different types of so-
cial networks, for which metadata may include a range of
demographics or affiliations. In this scenario, researchers
could examine the relevance of different attributes (e.g.,
age, gender, interests) to the formation of social ties and
identify common structural patterns across networks. An-
other possible subfield which may benefit from this type of
measure is that of biological networks (such as gene regu-
latory networks, protein-protein interaction networks, and
ecological networks). These types of networks frequently
incorporate categorical metadata related to genes, proteins,
or species and researchers could thus calculate metablox
vectors to assess how these metadata attributes influence
the network’s structural organization. This approach can
provide insights into the functional relationships in bio-
logical systems. Networks in the economic and financial
domains, such as trade networks, supply chains, and stock
market networks, also often involve categorical metadata

14



related to industries, sectors, or companies. γ can be em-
ployed to investigate the degree to which this metadata is
associated with network structures, revealing potential pat-
terns and dependencies in these complex systems. Lastly,
another interesting field for using our measure could be
networks in science of science, where networks represent
collaborations and knowledge flows, and metadata may
include fields of scientific research. Here researchers could
employ γ to identify commonalities and differences in how
common research areas influence edge formation.
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A Description length calculations

The description length calculations for NDC and DC are
based on the work in [69, 38], that for PP comes from [22].
We start with the elements of the joint distribution of NDC,

P (A, e, b) = P (A|e, b)P (e|b)P (b) (5)

The model likelihood of NDC is given by

P (A|e, b) =
∏

r<s ers!
∏

r err!!∏
r n

er
r
∏

i<j Aij !
∏

i Aii!!
(6)

We use a uniform prior for the block matrix ers, based
on the total possible number of symmetric block matrices
given B, with the constraint that the sum of all elements
must equal 2E:

P (e|b) =
((

B(B + 1)/2

E

))−1

(7)

The prior on the partition is defined as

P (b) = P (b|n)P (n|B)P (B)

=

∑
r nr!

N !

(
N − 1

B − 1

)−1
1

N
.

(8)

Here, P (B) and P (n|B) are hyperpriors on the number of
blocks B and on the block sizes nr respectively, which we
include in order to be as parsimonious as possible about
these parameters. In the case of DC, the model likelihood
includes terms for the degree sequence k, so that:

P (A|e, k, b) =
∏

r<s ers!
∏

r err!!
∏

i ki!∏
r er!

∏
i<j Aij !

∏
i Aii!!

(9)

In the case of DC, we also need to include a prior on the
degree sequence k, for which we use

P (k|e, b) =
∏
r

∏
k η

r
k!

nr!

∏
r

q(er, nr)
−1. (10)

where η denotes the number of degree-k nodes in group
r and q(x, y) is the number of times an integer x can be
partitioned into a maximum of y parts [38].

For PP, the prior on the block matrix needs to be defined
differently, to encode the constraint that is put on the struc-
tural arrangement [71]. In fact, Zhang and Peixoto [22]
proposed two different versions of this probability: one
which assumes that uniform expected number of edges
within each community and one that allows the number of
expected edges to vary across communities (non-uniform).
Here, we give the formulation for both versions, since in
our analysis, we use the uniform version in the case of
synthetic networks (since they are generated with equal
size blocks) and the non-uniform version in the analysis of
the metablox vector on real networks. The uniform version
of the prior on the edge counts in PP is described by

P (e|ein, eout|b)P (ein, eout|E, b), (11)

with

P (e|ein, eout|b) =
ein!eout!

Beout
∑

r(err/2)!
(
B
2

)eout ∑
r<s ers!

,

(12)
at which we arrive by multiplying one uniform multino-
mial distributions for the elements of the block matrix that
correspond to the within-block edge counts and one for
those that correspond to the between-block edge counts,
given ein and eout. The second part is then the hyperprior
on ein and eout:

P (ein, eout|E, b) =

(
1

E + 1

)1−δB,1

(13)

For the non-uniform version, the prior is also made up of
two probabilities

P (e|{err}, eout, b)P ({err}, eout|b, E) (14)

where

P (e|{err}, eout, b) =
eout!(

B
2

)eout ∑
r<s ers!

(15)

corresponds to a uniform multinomial distribution for the
off-diagonal elements of the block matrix given eout. The
second component is made out of a uniform distribution
over all possible values ein from E, and a uniform distri-
bution over all ways of choosing the set of diagonal block
matrix values {err}, given ein:

P ({err}, eout|b, E) = P ({err}|ein, b)P (ein|E, b)

=

(
B + ein − 1

ein

)−1 (
1

E + 1

)1−δB,1

.

(16)

B Robustness tests for non-degree-corrected
variant

In Figure 8, we plot the description lengths of the opti-
mal partition, the maximum significant description length
of the randomised metadata, and the metadata descrip-
tion length, as well as γNDC . Unlike the DC case, for
which there is a small decrease in γDC for increasing net-
work size and number of blocks, γNDC appears entirely
independent of N and B. One possible explanation for
the small decreases in γDC for increasing N and B and
for the larger robustness for γNDC could be related to
the generative processes responsible for creating the net-
works. The synthetic networks in these simulations were
generated with the planted partition model [72] – using
a traditional SBM to create networks with unambiguous
block structure without considering node degrees. This
means that (i) these networks’ partition landscapes should
be relatively ‘unimodal’ unlike the motivational network
above, and that (ii) we expect NDC to have the best model
fit overall. Indeed, we find that in this particular case Σopt

is the description length of a partition inferred from NDC
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(a) (b)

Figure 8: Optimal and metadata description lengths, and γNDC for increasing network size N (left) and number of
planted blocks B (right).

(a)

(b)

Figure 9: Top: All individual description length components of γDC and γNDC (mean over all generated networks) for
varying network sizes N : metadata description length, description length of optimal partition, maximum significant
description length of randomised metadata. Bottom: γDC and γNDC , and the numerator and denominator of each of
them (normalised by number of edges), for increasing network sizes N .
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Table 1: Metablox values for the three law firm networks
and the five sets of node attributes.

Network Metadata γDC γNDC γPP

friendship Status 0.54 0.99 0.54
friendship Gender 0.97 1.47 0.97
friendship Office 0.53 0.88 0.85
friendship Practice 1.00 1.44 1.00
friendship LawSchool 0.98 1.38 1.13
cowork Status 0.99 1.13 0.99
cowork Gender 1.01 1.22 1.01
cowork Office 0.50 0.72 0.74
cowork Practice 0.53 0.77 0.53
cowork LawSchool 1.01 1.24 1.10
advice Status 0.81 1.02 0.81
advice Gender 1.03 1.39 1.03
advice Office 0.45 0.75 0.87
advice Practice 0.47 0.90 0.47
advice LawSchool 1.04 1.36 1.12

for all N , and that the maximum significant description
length of the randomised metadata Σ∗ also comes from
NDC in all cases (both can be seen in Figure 9a). We can
see the possible effect of this in Figure 9b, where it be-
comes clear that the numerator and denominator of γNDC

increase at a very similar rate, while the numerator of γDC

stays flat with growing N . It thus seems likely that the
difference in robustness with respect to N is due to the fact
that for γNDC , all components are taken from the same
variant (NDC), whereas for γDC , the ΣDC

d component is
compared to description lengths from a different variant.
A more thorough exploration of this is required and should
be the object of study in future work.
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