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Résumé 

Cette thèse propose une analyse théorique des interactions entre les politiques économiques 

concernant l’utilisation et la préservation des ressources naturelles et le cadre technologique, 

environnemental et géographique dans lequel elles sont implémentées.  

Le premier chapitre porte sur les dynamiques optimales de décarbonation du pic de 

consommation via le stockage d’énergies renouvelables intermittentes. Le processus de 

stockage est modélisé dans un cadre Markovien pour prendre en compte le caractère incertain 

de la disponibilité en énergies renouvelables intermittentes. Nous considérons du progrès 

technique à la fois en efficacité et en capacité de stockage ce qui nous permet d’étudier les 

politiques optimales de stockage selon leur coût, mais aussi selon le coût du carbone et de la 

disponibilité en énergie renouvelable. Nous appliquons notre modèle à l’analyse de la 

décarbonation du pic de consommation au Portugal.  

Outre le caractère intermittent des énergies renouvelables et leur coût de stockage, leur usage 

des sols est aussi une limite à leur développement à grande échelle. Dans le deuxième 

chapitre, nous développons un modèle macrodynamique de la transition énergétique en 

prenant en compte la contrainte d’usage des sols. Le sol et l’énergie sont considérés comme 

les ressources nécessaires à la production agricole et le développement d’énergies 

renouvelables peut alors interférer avec la production agricole et l’activité de dépollution 

d’éventuelles zones forestières. Nous étudions théoriquement ces arbitrages en termes 

d’usages des sols entre la production agricole, le développement des énergies renouvelables et 

les politiques de dépollution, puis nous appliquons notre modèle à l’étude du développement 

d’une filière biodiesel à base d’huile de palm au Brésil et des enjeux que cela soulève 

concernant la préservation de la forêt Amazonienne.  

Le dernier chapitre de cette thèse s’intéresse aux sols agricoles mais du point de vue de 

l’impact de la pollution agricole sur la fertilité des terres. Nous nous intéressons plus 

précisément à la pollution diffuse des sols agricoles. Un modèle macrodynamique et spatial 

d’une économie agricole est ainsi développé en tenant compte du caractère diffusif de la 

pollution dans les terres agricoles. Nous montrons analytiquement que l’économie peut alors 

atteindre un équilibre spatial avec une région fertile et une région polluée, et que la région 

polluée peut soit stagner à des bas niveaux de fertilité soit rattraper le niveau de la région 

fertile. Une étude numérique est enfin menée pour illustrer nos résultats ainsi que pour étudier 

la résilience de l’économie à divers chocs de pollution. 

Mots-clés : Economie de l’énergie et des ressources naturelles ; Economie spatiale et 

géographique ; Macroéconomie dynamique ; Méthodes numériques. 

 



Summary 

This thesis focuses on the interplay between dynamic economic policies concerning the use 

and preservation of natural resources and the technological, environmental and geographical 

frameworks in which they are implemented.  

The first chapter proposes an analysis of optimal peak load decarbonation pathways when 

back-up fossil fuels are being gradually substituted by stored intermittent renewable energy. 

We model the process of intermittent renewable energy storage under renewable energy 

surplus uncertainty in a Markovian framework and consider technical progress in both storage 

efficiency and capacity. This allows us study the optimal storage policies with respect to 

carbon and storage costs, as well as the renewable energy surplus distribution. We analytically 

solve this problem under specific assumptions and use a value function iteration algorithm to 

investigate numerically on the optimal energy storage policies for peak load decarbonation in 

Portugal.  

Along with intermittency and storage costs, land use is another limitation to the development 

of renewable energy. In the second chapter of this thesis, we develop a macrodynamic growth 

model of the energy shift integrating land use constraints. Land is considered as a resource for 

agricultural production along with energy. Developing renewable energy uses space and thus 

interferes with the agricultural sector. Moreover, pollution abatement policies, such as forests 

preservation policies, also compete with renewable energy for land in order to reduce 

pollution from the use of fossil fuels. We theoretically study the competition in land use 

between agriculture, pollution abatement and renewable energy production and apply our 

model to study the development of a palm oil biodiesel sector in Brazil, along with the issues 

it rises regarding the Amazon forest preservation.  

The last chapter of this thesis also focuses on agricultural land, but this time to asses the 

impact of the agriculture activity on soil fertility. More precisely, we focus our analysis on a 

specific externality from the agricultural sector being diffuse soil pollution. Hence, we 

develop in this chapter a spatial growth model for an agricultural economy, in which pollution 

diffuses across space. We analytically show that, due to diffuse soil pollution, the economy 

can reach a long-term spatial equilibrium with a fertile region and a polluted region, and that 

the polluted region can either stagnate at low levels of fertility, or catch up with the fertile 

region. Our results are numerically illustrated, including the resiliency of the economy to 

recover from pollution shocks.  

Keywords: Natural resources and energy economics ; Spatial and geographic economics ; 

Macrodynamics ; Numerical methods. 



 

  





1



CALIGULA. Oui. Enfin ! Mais je ne suis pas fou et même je n’ai jamais été aussi

raisonnable. Simplement, je me suis senti tout d’un coup un besoin d’impossible. (Un

temps.) Les choses, telles qu’elles sont, ne me semblent pas satisfaisantes.

HÉLICON. C’est une opinion assez répandue.

CALIGULA. II est vrai. Mais je ne le savais pas auparavant. Maintenant, je sais.

(Toujours naturel.) Ce monde, tel qu’il est fait, n’est pas supportable. J’ai donc be-

soin de la lune, ou du bonheur, ou de l’immortalité, de quelque chose qui soit dément

peut-être, mais qui ne soit pas de ce monde.

HÉLICON. C’est un raisonnement qui se tient. Mais, en général, on ne peut pas le

tenir jusqu’au bout.

CALIGULA, se levant, mais avec la même simplicité. Tu n’en sais rien. C’est parce

qu’on ne le tient jamais jusqu’au bout que rien n’est obtenu. Mais il suffit peut-être

de rester logique jusqu’à la fin.

Albert CAMUS, Caligula, 1945, acte I, scène 4.
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Summary

This thesis focuses on the interplay between dynamic economic policies concerning

the use and preservation of natural resources and the technological, environmental and

geographical frameworks in which they are implemented.

The first chapter proposes an analysis of optimal peak load decarbonation path-

ways when back-up fossil fuels are being gradually substituted by stored intermittent

renewable energy. We model the process of intermittent renewable energy storage under

renewable energy surplus uncertainty in a Markovian framework and show the existence

of a limiting distribution for stored intermittent renewable energy for a given storage

technology. Moreover, considering technical progress in storage technology through

investments in both charging efficiency and storage capacity allows us to study the

sensitivity of optimal storage policies with respect to carbon and storage costs, as well

as the renewable energy surplus distribution. We analytically solve this problem under

specific assumptions and use a value function iteration algorithm to investigate numer-

ically on the optimal energy storage policies for peak load decarbonation in Portugal.

Along with intermittency and storage costs, land use is another limitation to the

development of renewable energy. In the second chapter of this thesis, we develop a

macrodynamic growth model of the energy shift integrating land use constraints. Land

is considered as a resource for agricultural production along with energy. Developing

renewable energy uses space and thus interferes with the agricultural sector. Moreover,

pollution abatement policies, such as forests preservation policies, also compete with

renewable energy for land in order to reduce pollution from the use of fossil fuels.

Under specific assumptions on the price of fossil fuels we prove the existence of land

use saddle path stable steady states and study the competition in land use between

agriculture, pollution abatement and renewable energy production. Finally, our model

is applied to study the development of a palm oil biodiesel sector in Brazil, along with

the issues it rises regarding the Amazon forest preservation.

The last chapter of this thesis also focuses on agricultural land, but this time to

asses the impact of the agriculture activity on soil fertility. More precisely, we focus our

analysis on a specific externality from the agricultural sector being diffuse soil pollution.

Hence, we develop in this chapter a spatial growth model for an agricultural economy,

in which pollution diffuses across space. Here, in order to produce, the economy needs

6



fertile soil, naturally bounded by the amount of available land at each location. When

regions have not yet reached their maximal soil fertility, they can locally invest in

abatement in order to reduce soil pollution. Once a location reaches this maximum

of fertile land, the economy is split in two: a fertile region and a polluted region. We

analytically show that due to diffuse pollution, the polluted region can either stagnate

at low levels of fertility, or catch up with the fertile region. Our results are numerically

illustrated, including the resiliency of the economy to recover from pollution shocks.
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Introduction

Introduction

1. Natural resources in economics

The integration of natural resources in economics dates back to the early days of the

discipline. Among others, let us mention the work of Malthus, sometimes considered

as the father of natural resource economics, and in particular for his seminal work

Essay on the Principle of Population (1798). In his work, Malthus already captured

some of the essence of agricultural land which he took as limited, raising therefore

the question of its scarcity. Later on, Ricardo reconsidered the scarcity of agricultural

land, not as a limited resource, but by introducing the notion of decreasing returns to

scale, that is the more exploited is land, the less marginally productive it becomes (Ri-

cardo, 1815). As economics can be defined as the field of scarce resources allocation,

natural resources therefore belong entirely to the scope of the discipline. Moreover,

natural resources are at the center of human activity and nations’ wealth and devel-

opment, motivating therefore many research in economics from the question raised

by the harvesting and production of fossil or renewable energy (Tahvonen and Salo,

1999; Greiner et al., 2013; Pommeret and Schubert, 2019), to the issues of food sup-

ply from fisheries and aquaculture (Hannesson, 2003; Regnier and Schubert, 2017) or

agricultural lands (Ustaoglu et al., 2016; Martinho, 2019). Yet, economic mechanisms

are necessary but not always sufficient to understand the complexity of the use, and

sometimes the abuse, of natural resources, which often calls for interdisciplinary works

(Ewel, 2001; MacMynowski, 2007).

Indeed, many issues raised by the use of natural resources are inherently at the

frontier of other disciplines from either natural sciences, such as ecology or biophysics,

(Knowler, 2002; Kroetz and Sanchirico, 2015; Castro et al., 2018) but also from other

social sciences such as geography or political science (Wilson, 2017; González-Val and

Pueyo, 2019). Hence, the interdisciplinary issues raised by the economics of natural

resources requires and motivates researchers to reach out and explore beyond their

own discipline, integrating tools and concepts from other fields. It is, for instance,

the case of current researches on the economics of climate change in which economists

must work closely with climate models (Golosov et al., 2014; Lemoine and Rudik,

2017; Gerlagh and Liski, 2018; Dietz et al., 2020), or on pollution accumulation which

integrate concepts from ecology such as pollution damage thresholds and irreversibility
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Introduction

(Tahvonen and Withagen, 1996; Brock et al., 1999; Prieur, 2009; Le Kama et al., 2014).

In today’s context of ever-growing pressure on natural resources due to population

growth or global industrial development, natural resources are now at the center of

public debates and policies, and the need for analyzing the interaction between the

economic activity and their use has never been greater.

This thesis analyzes precisely three aspects of such interactions by focusing more

particularly on the use of intermittent renewable energy storage as a mean to decar-

bonize energy supply, by assessing new land use trade-offs raised by today’s on-going

development of climate change mitigation policies, and by studying the environmental

concerns regarding diffuse soil pollution due to inappropriate agricultural practices. In

the remaining of this introduction, we describe how the existing literature contributes

to our analysis across three dimensions: the interactions between socio-economic activ-

ity and land use changes, the growing pressure on ecosystem services and the natural

limits to the development of renewable energy production. We then highlight the key

problematic addressed in each of the chapter of this thesis and put forward our main

results.

1.1. Land use changes and the environment

Over the course of human development, many societal evolutions have led to complex

land uses changes, altering consequently and substantially Earth’s landscape (Foley et

al., 2005). Among others, let us mention contemporary land use dynamics such as the

extension of agricultural practices on forested land therefore leading to deforestation

(Peres and Schneider, 2012; Curtis et al., 2018; Abman and Carney, 2020), or the ongo-

ing growth of urban areas interfering directly with agricultural lands often located near

city surroundings (Hatab et al., 2019; Peerzado et al., 2019). Hence, societal changes

including demographic growth (Vesterby and Heimlich, 1991; Meyer and Turner, 1992;

Li et al., 2015), urbanization (Wu et al., 2011; Dadashpoor et al., 2018) or even tech-

nological progress (Villoria et al., 2019) are important drivers for land use changes.

Reciprocally, land use changes can also trigger new social or environmental challenges

(Delphin et al., 2016; Zhang et al., 2020). The complex interactions between land use

and societal changes led research in economics to focus more on the spatial distribution

of the economic activity, as shown by the emergence of new spatial theories wether it

is the New Economic Geography (Krugman, 1992), or more recently with the devel-

opment of spatially explicit growth models (Boucekkine et al., 2018). Note that along

13
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with economics, issues raised by land use changes also concern other social sciences

such as geography (Meyer et al., 1996), evidently, but also sociology (Dijk et al., 2009)

or anthropology (James and Fay, 2008). Yet, with the development of spatially explicit

models, land use analysis in economics focus more particularly on understanding and

identifying the forces that shape the spatial arrangement of the economic activity.

Among the various issues raised by land use changes, this thesis focuses more par-

ticularly on the interaction between land uses changes and the environment. Indeed, an

important part of contemporary environmental problems are deeply rooted in land use

changes such as air and water pollution (Sun et al., 2016; Camara et al., 2019), habi-

tat destruction and biodiversity loss (Newbold et al., 2015; Garcia-Vega and Newbold,

2019; Yin et al., 2020), or even climate change (Kalnay and Cai, 2003; Feddema et al.,

2005; Mahmood et al., 2014). For instance, the development of agricultural activities

on former forested land can affect subtile ecological process leading to the depletion of

forests’ priceless ecosystem services such as natural habitats for biodiversity (Dudley

and Alexander, 2017), flood mitigation and water purification (Bradshaw et al., 2007;

Tan-Soo et al., 2014; Rogger et al., 2017) or pollution abatement services (Kindermann

et al., 2008; Pugh et al., 2019). Such disturbance in complex ecological equilibria due

to alterations in natural land uses can lead, in the long-term, to devastating environ-

mental damages, and with today’s ever-growing land use pressure on natural assets,

the need for analyzing such potential repercussions is all the more important.

Such interplays between land use changes and the environment has been assessed

in the economic literature in various streams. On the one hand, the environment

can itself be responsible for the emergence of land use patterns. For instance, in

Camacho and Pérez-Barahona (2015), the authors analyse how the spatial-dynamics

of atmospheric pollution, responsible for local and global production damages, can lead

to the emergence of land use patterns by providing with the optimal land use allocation

between production, housing and abatement sites. In the same vein, Xepapadeas

and Kyriakopoulou (2017) studies land use patterns emerging in industrial cities from

developing economies. Here, employees tend to live away from the industrial areas

because of local pollution emitted nearby. Yet, employees must work at such areas

therefore if they locate too far away from the industrial sites they will suffer from

high commuting costs. Hence, the emergence of land use patterns comes here from

the trade-off between environmental quality preferences and commuting costs, which

consequently shapes households’ residential location decisions. Reciprocally, changes in
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land use can be responsible for damaging the environment and the ecosystem services

it provides. Among others, Denise et al. (2018) analyses the destruction of natural

habitats due to agricultural production, as well as the negative feedbacks for agriculture

from such destruction due to the loss of biodiversity-dependent ecosystem services.

The authors derive the tax on agricultural land which internalizes biodiversity loss and

increases both the carrying capacity of the environment and welfare. More recently, the

interplay between land use and the environment has also been analyzed in a differential

game approach in order to study strategic competition in land use. For instance, in

Augeraud-Véron et al. (2020), farmers can allocate their land either to agricultural

production or to biodiversity conservation according to others’ decisions. The authors

therefore study the strategic interactions among farmers and provide with the resulting

land use decisions by finding explicitly the Nash equilibrium characterizing the overall

portion of land allocated to agriculture, and the portion for biodiversity preservation.

1.2. Ecosystem services under pressure

Wether it is the competition in land use between forested land and agricultural land

(Peres and Schneider, 2012; Curtis et al., 2018; Abman and Carney, 2020), or the on-

going urban sprawl interfering with the agricultural areas near city surroundings (Hatab

et al., 2019; Peerzado et al., 2019), agricultural land is subject to many geographical

pressures around the world (Jayne et al., 2014; Sun et al., 2016; Meyer and Früh-

Müller, 2020). Yet, agricultural land is also subject to environmental pressures, and in

particular due to the agricultural activity itself (Zalidis et al., 2002; Söderström et al.,

2014). Agricultural yield depends strongly on soils quality and fertility, and in case of

inappropriate agricultural practices, soils can loose some of their biological properties,

endangering therefore the ecosystem services they provide (Lal, 2014; Drobnik et al.,

2020). Indeed, soils are the complex and fragile mixture of air, water, mineral and

organic components sitting on Earth’s top layer and besides providing with 99% of

food supply (Kopittke et al., 2019), soils are also responsible for many other ecosystems

services such as carbon sequestration (Novara et al., 2017; Abbas et al., 2020; Bell et

al., 2020), biodiversity habitats (Aksoy et al., 2017; Geisen et al., 2019; Mujtar et al.,

2019) or flood mitigation (Ming et al., 2007; Watson et al., 2016). The value of such

soils’ functions and ecosystems services is tremendous. In the US, this value has been

estimated to reach $11.4 trillion in 2017 (McBratney et al., 2017). Yet, such ecosystems

services are very fragile as they depend greatly on subtile ecological equilibria, and with
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today’s expansion of industrial agricultural practices, these services are becoming more

and more threatened. For instance, in 2017, the United Nations Convention to Combat

Desertification (UNCCD) estimated that 24 billon tonnes of fertile soil are loss every

year only due to inappropriate agricultural practices (UNCCD, 2017).

One of the main threat to soil quality and fertility is the intensive and ever-growing

use of fertilizers (Savci, 2012; Alamri et al., 2018). Indeed, in 1980, the use of nitrate

fertilizers around the world reached 60 million tonnes, and it almost doubled in 40

years as in 2014 it reached 110 million tonnes (FAO, 2015). The use of fertilizers and

the resulting environmental pressures on soils depends strongly on local regulations

regarding agricultural practices. For instance, after an important growth in the use

of fertilizers in Europe, the European Union set the Nitrate Directive in 1991, (EU

Commission, 1991) in order to reduce their use, which resulted in a decrease by half

in Europe’s fertilizers consumption (FAO, 2015). Yet, in Asia, and particularly in

China, the use of fertilizers is still growing, and today, the Chinese Environmental

Protection Ministry estimates that 19% of Chinese soils are polluted (CCICED, 2015).

Moreover, the use of fertilizer is responsible for a very specific pollution called diffuse

pollution (Li and Zhang, 1999; Campbell et al., 2005; Wang, 2006). Unlike classic point

source pollution, diffuse pollution does not have a single or easily identified source and

can spread over very wide areas while it accumulates in soil, making its analysis very

complex (Xepapadeas, 2002). Hence, the global increase in the use of fertilizers and the

complex nature of its diffusive and spatially distributed pollution call for new analysis

regarding the environmental pressures applied on soils and their ecosystems services.

The diffusive dynamics of pollution has been studied in the economic literature in a

broader research program on transboundary pollution, mostly applied to diffuse air and

atmospheric pollution (Arnott et al., 2008; Camacho and Pérez-Barahona, 2015; Kyr-

iakopoulou and Xepapadeas, 2017) as well as water pollution (Brock and Xepapadeas,

2008; Grass and Uecker, 2017; Augeraud-Véron et al., 2017). In such research program

are developed spatial macrodynamic models in which pollution is not considered as

point-source but as a negative externality which diffuses across the spatial domain of

the economy. For instance, in La Torre et al. (2019) the authors analyse the case of

diffuse air pollution responsible for local and global accumulation of pollutant in the

atmosphere and show how the coordination at the local level of environmental policies

are essential to reduce the global level of pollution. Here, the optimal policies are de-

termined by a social planner acting as a central intergovernmental policy maker which
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determines and imposes its policies to the local policymakers. Similarly, Augeraud-

Véron et al. (2017) studies the problem of underground water pollution due to the use

of fertilizers from agricultural production in which a central planner determines the

optimal fertilizer policy. The transboundary pollution dimension here comes from the

diffusion of pollutant through groundwater along with the convection dynamics of pol-

lutant directly transported by groundwater flow. Finally, transboundary pollution has

also been studied within dynamic games frameworks in which decisions are not only

taken by a single central policy maker (as in most of this literature) but where several

decision makers are considered along with the strategic interactions between them (De

Frutos and Mart̀ın-Herràn, 2019a; 2019b). In either case, with or without strategic

interactions, the consideration of transboundary pollution leads inevitably to the use

of parabolic partial differential equations within macrodynamic models (Boucekkine et

al., 2013) which raises new technical challenges in order to capture the complexity of

transboundary pollution, suggesting therefore new research for a better understanding

of its impact on the environment (Augeraud-Véron et al., 2019).

1.3. Natural limits to the development of renewable energy

In order to reduce the global environmental pressures caused by the use of traditional

pollutant fossil fuel on natural assets, the development of renewable energy (RNE)

quickly became one of the main climate change mitigation policy. Indeed, the scenario

of reaching carbon-free energy mix in less than two or three decades is now a reasonable

objective for many countries, yet without raising new local challenges such as their

intensive land needs and the management of their intermittent availability.

Indeed, compared to traditional fossil fuels, land intensities for RNE, that is the

ratio of energy produced by land used, are three orders of magnitude smaller (Behrens

and Zalk, 2018). This question of land requirements for RNE production raises new

challenges at the political, environmental or economical level. For instance, the de-

velopment of RNE power plants becomes inherently political when the acquisition of

land disturbs, and sometimes deteriorates, the livelihood of vulnerable communities

(Yenneti et al., 2016; McEwan, 2017; Korfiati, 2020). At the environmental level, the

land allocated to massive energy projects can also be done at the expense of natural

areas such as forests, at the risk of threatening natural ecosystems services or nat-

ural habitats resulting in a loss of biodiversity (Katzner et al., 2013; Hastik et al.,

2015; Gasparatos et al., 2017). Finally, land acquisition for RNE production can cause
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economic tensions with other land intensive activities such as the agricultural sector

(Chakravorty et al., 2008; Bahel et al., 2013; Amigues and Moreaux, 2019) already

pressured by the expansion of urban areas. In order to face land use pressures from

RNE production, technological research now focus on the densification of energy pro-

duction from renewable sources, leading to significant increases in power densities over

time (Behrens and Zalk, 2018).

An other intrinsic limitation of RNE production is their intermittency. Such inter-

mittency in the production of renewable energy is particularly noticeable in Germany in

which the total wind energy capacity installed in 2017 reached 35.92 GW, while the av-

erage production was of 5.85 GW the same year (Sinn, 2017). Hence, the development

of RNE carries a risk of energy shortage if the demand for electricity cannot be met

by the production of intermittent renewable energy. In such case the need for back-up

fossil fuels in order to produce dispatchable, yet pollutant, energy becomes necessary,

even for countries which are already able to produce more RNE than it consumes. For

instance, in March 2018, Portugal managed to produce 103% of its monthly electricity

consumption from only renewable energy production. Yet, even with a volume of RNE

produced exceeding Portugal’s monthly consumption by 3%, the country still needed

to use fossil fuels (APREN, 2018). Indeed, in contrast with conventional fossil fuels,

renewable energy production is not dispatchable, meaning that such source of electric-

ity cannot always provide on demand to meet the energy needs of the population as it

is subject to the local climate conditions and its fluctuations.

Two ways of thinking about renewable energy intermittency have risen in the eco-

nomic literature : a deterministic and predictable approach on the one hand, and an

unpredictable and stochastic one on the other hand (Baker, 2013; Heal, 2016; Pom-

meret and Schubert, 2019). The predictable approach to model intermittency is often

called variability and corresponds to a deterministic change in renewable primary en-

ergy. This is particularly useful to model the variation in solar radiation due to the

interchange between night and daytime or to seasonal effects leading to predictable

variations in wind availability (Heal, 2016; Helm and Mier, 2018; Pommeret and Schu-

bert, 2019). Yet, such deterministic modelling of variation in primary renewable energy

cannot cope with unpredictable weather events such as the passing of clouds over so-

lar panels, or wind turbulence affecting wind turbine energy production. The second

approach models availability of primary renewable energy as a random variable due

to weather uncertainties. Indeed, even if major progress have been done regarding
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Chapter 1 studies optimal peak load decarbonation dynamics when using intermit-

tent renewable energy storage. Storage is characterized by its efficiency and capacity

levels and we analyse the optimal storage policies to reach a zero-carbon energy mix.

Hence, both environmental dynamics, through the stochastic availably of renewable

energy, and technological dynamics through storage technical progress are involved in

this chapter, along with the optimal dynamics for energy storage policies.

Chapter 2 analyses the trade-offs in land use involved in the development of renew-

able energy production from land intensive technologies such as biomass. Here, all the

dimensions are linked together as the geographical dynamics depends on the develop-

ment of the land intensive renewable energy technology, which itself is developed as a

response to the accumulation of pollution and the resulting environmental damages.

Finally, Chapter 3 analysis the stakes of diffuse soil pollution in an agricultural

economy. Here pollution diffuses through soil and is therefore responsible for natural

linkages between the different agricultural production sites of the economy. Hence, the

geographical dynamics due to the spatially distributed soil quality depends on the en-

vironmental dynamics from soil pollution diffusion, as well as on the local technological

levels of soil pollution abatement and the optimal agricultural policies maximizing wel-

fare.

2.1. Chapter 1 : A Markov chain model for intermittent re-

newable energy storage and its application to peak load decar-

bonation

2.1.1. Problematic and method

The first chapter of this thesis focuses on intermittent renewable energy storage and

answers the following question : what are the optimal peak-load decarbonation and

storage policies when using intermittent renewable energy storage, with respect to the

cost of storage, carbon prices, and the stochastic availability of renewable energy ?

We study the substitution dynamics of back-up fossil fuels used during peak-load by

stored intermittent renewable energy. Three channels of energy supply are therefore

considered: renewable energy and stored renewable energy which we consider to be

free of use, yet with a stochastic availability, and back-up fossil fuels which have a cost

on usage, but are dispatchable. Out from peak-load, storage capacities can store the
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2.1.2. Results

Within such framework we provide with the optimal storage policies and decarbonation

time horizons with respect to Levelized Costs of Storage (LCOS), carbon prices, and

the stochastic availability of renewable energy surplus.

At constant LCOE for CCGT, an increase in LCOS leads to a decrease in peak

load decarbonation time horizon. Results are given considering three scenario of LCOS

from Schmidt et al. (2019) being LCOSlow = 200$/MWh, LCOSmean = 600$/MWh

and LCOShigh = 1000$/MWh. For LCOSlow = 200$/MWh, peak load decarbonation

is reached in 11 years, whereas for the mean LCOS scenario (600$/MWh) transition

time reaches 26 years, up to 37 years in the case of high LCOS (1000$/MWh). Hence,

the costs of energy storage has an important impact on transition time, and in average

a reduction in 31 $/MWh in LCOS accelerates full peak load decarbonation by one

year, making LCOS a central metric for peak load decarbonation planning when using

renewable energy storage.

For each LCOS scenario, as the cost of carbon emissions increases, the time for

reaching full peak load decarbonation decreases. Moreover, the higher the LCOS,

the more sensitive are peak load decarbonation time horizons to carbon costs varia-

tions. Indeed, the time horizons difference between a carbon price of 0 $/tCO2 and

300 $/tCO2 for LCOS = 1000 $/MWh is 13 years, for LCOS = 600 $/MWh it is 11

years and for LCOS = 200 $/MWh it drops to 5 years. In average, an increase of 37$

in the price of carbon emissions leads to a decrease of 1 year in peak load transition

time, when a decrease in 31$/MWh in LCOS leads to the same results.

Note that the previous results are given while considering the same benchmark dis-

tribution for the stochastic availability of renewable energy. This leads us to study how

variations in the mean or variance of renewable energy availability affects the optimal

storage policies and peak load decarbonation time horizons. In average, an increase of

2 GWh in renewable energy surplus mean leads to a decrease in decarbonation time

horizon by one year, while investments in storage technology are being more allocated

to capacity rather than to efficiency. Yet, time horizon for peak load decarbonation and

storage policies show less sensitivity to the energy surplus dispersions, making therefore

the energy surplus mean value a more practical statistic for peak load decarbonation

planning, compared to its dispersion.
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emissions from the use of fossil fuels. We show that the economy converges towards a

steady state and prove its saddle-path stability. We then examine a model in which

social planner integrates pollution emissions and prove similarly the existence of a

unique saddle-path stable steady state towards which the economy converges. We

describe the two steady states and derive the tax on fossil fuels which must be applied

in the benchmark model for the two equilibrium to coincide.

In the final section, both renewable energy and abatement policies are considered.

As these two mitigation measures compete for land, we study the optimal land use

policies between abatement and renewable energy production with respect to agricul-

tural production sensitivity to pollution. Moreover, we apply our model to study the

development of a palm oil biodiesel sector in Brazil and the questions it raises regarding

Amazon forest preservation policies (Villela et al., 2014).

2.2.2. Results

In the case of renewable energy production as the only land intensive mitigation policy,

the more dense is energy production, the more land shall be allocated towards renewable

energy production rather than towards agriculture. This result can be seen as a case of

comparative advantage. Indeed, as energy production and agriculture compete for land

to produce output, social planner allocates more land to the more productive sector.

Hence, the denser is the renewable energy production, the more land must be allocated

to its activity. Moreover, the more sensitive is the agricultural sector to pollution, the

more land shall be allocated to renewable energy production as well, in order this time

to assure the continuity of output production while limiting environmental damages.

In the case of both mitigation policies available, that is renewable energy production

and afforestation for abatement, social planner’s strategy for land use reallocation

depends on the level of the agricultural production sensitivity to pollution. For low

sensitivity, as agriculture becomes more sensitive to pollution, agricultural land must be

reallocated towards both renewable energy (for mitigation purposes and compensation

of production losses) and abatement (only for mitigation). Yet, for high sensitivities,

along with agricultural land, it is also best to sacrifice renewable energy production land

and reallocate exclusively land to abatement in order to save output from important

pollution damages.

Finally, we apply our model to the stakes of preserving the Amazon forest in Brazil.
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More particularly, we focus on the emerging market of palm oil production for biodiesel

in Brazil in Amazonia and on the resulting opportunity cost for Brazil of preserving

the Amazon forest. Within a wide range of pollution sensitivities, the price of car-

bon for preserving the Amazon forest’s surface area at its current size lies in-between

300 $/tCO2 and 760 $/tCO2 which is 2 to 5 times greater than actual carbon prices

(World Bank, 2020). Hence, in order to restrain the on-going Amazon deforestation

and maintain the forest’s current surface area for preserving its global GHG abatement

services, the international community must accept to pay higher compensation through

financial transfers to Brazil due to ever-growing land use pressures on the Amazon for-

est, which, in our case, comes from the development of palm oil biodiesel in Brazil.

2.3. Chapter 3 : Soil pollution diffusion in a spatial agricultural

economy

2.3.1. Problematic and method

In the third chapter we answer the following question : how diffuse pollution from agri-

cultural practices affects soils’ ecosystems services, and what are the feedback mecha-

nisms leading to spatially heterogenous productivities in agricultural land ?

To answer such question we study an agricultural economy using a spatial growth

model and analyse diffuse soil pollution occurring in the agricultural sector. Here each

location needs fertile soil to produce but production locally pollutes and transforms

fertile soil into polluted soil, useless for production. The economy can either use its

production for consumption or for depolluting soil that has been affected by the pro-

duction process. Moreover, we allow the pollution to diffuse across locations and we

model the diffusion process using Fick’s law of motion. This means that the activity at

one location depends and has an impact on its surrounding locations as the pollution

of one location’s surroundings can reach this location and reciprocally.

To provide with the explicit solutions for the optimal agricultural policies across

space and time which maximize welfare, we make use of dynamic programming in

order to transpose a spatio-temporal optimization problem to an eigenvector/eigenvalue

problem that we solve using Sturm-Liouville theory as in Boucekkine et al. (2018). As

the problem is specified in a spatio-temporal framework, planner’s objective becomes an

inter-temporal and intra-spatial optimization problem for a time and space dependent
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2.3.2. Results

The optimal agricultural policies and the resulting spatial-dynamics of fertile soils are

described along two phases. In the first phase, during which no location have reached

their maximal soil fertility level, the optimal policies are solved in the most general way,

allowing for heterogeneity in productivity, population and soil characteristics. We give

the optimal path for consumption as well as soil fertility distribution along the optimal

consumption path that maximizes welfare. We prove that under specific assumptions

on the model’s parameter, the detrended fertile soil distribution converges and that

its mean value is conserved throughout the optimal consumption path. We also study

the transfert in consumption and in soil fertility due to diffusion and show that soil

pollution diffusion tends to transfert consumption from the region that was initially

more allocated in fertile soil to the region that was initially less allocated in fertile soil.

Once the economy reaches Phase 2, that is when at least one location has reached its

maximal soil fertility level, the economy is thereafter divided in two regions: one fertile

region, in which locations succeeded in making fertile all their land, and a polluted

region, in which locations has not yet reached their upper boundary in fertile soil. The

two regions are therefore separated by a pollution frontier which evolves over space

and time, according to the optimal decisions taken in both the polluted and fertile

region. We investigate on the evolution of such dynamic pollution frontier between the

two regions, and prove the possible emergence of two distinct and permanent regions

respectively polluted and fertile in the long-run steady state.

We finally investigate numerically on the economy’s resiliency to pollution shocks

by performing numerical “pollution stress tests”. Overall, we show that if the economy

uses a sufficiently advanced production technology, then the pollution shock can be

absorbed with time by the economy through optimally localized investment decisions

in pollution abatement. In such cases, the economy progressively relaxes back to its

initial fully fertile state. However, if technology is not sophisticated enough, then the

rather local initial pollution shock can diffuse all across the economy, at the risk of

affecting a too large area of the economy above which the shock can no longer be

contained, leading therefore to global collapse.
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[105] Söderström, B., Hedlund, K., Jackson, L. E., Kätterer, T., Lugato, E., Thomsen, I. K.

and Bracht Jørgensen, H. (2014), “What are the effects of agricultural management on

soil organic carbon (SOC) stocks ?” Environmental Evidence, 3(1).

[106] Tahvonen, O. and Salo, S. (1999), “Economic growth and transitions between renewable

and nonrenewable energy resources”, European Economic Review, 45, 1379-1398.

[107] Tahvonen, O., Withagen, C. (1996), “Optimality of irreversible pollution accumula-

tion”, Journal of Economic Dynamics and Control, 20, 1775-1795.

[108] Tan-Soo, J.-S., Adnan, N., Ahmad, I., Pattanayak, S. K. and Vincent, J. R. (2014),

“Econometric Evidence on Forest Ecosystem Services: Deforestation and Flooding in

Malaysia”, Environmental and Resource Economics, 63(1), 25-44.

[109] United Nations Convention to Combat Desertification (2017), The Global Land Outlook,

first edition.

[110] Ustaoglu, E., Castillo, C. P., Jacobs-Crisioni, C. and Lavalle, C. (2016), “Economic

evaluation of agricultural land to assess land use changes”, Land Use Policy, 56, 125-146.

[111] Vesterby, M. and Heimlich, R. (1991), “Land use and demographic change: results from

fast-growing counties”, Land Economics, 67(3), 279-291.

[112] Villela, A., Jaccoud, A., Rosa, P. L., Freitas, M. V. (2014), “Status and prospects of

oil palm in the Brazilian Amazon”, Biomass and Bioenergy, 67, 270-278.

[113] Villoria, N. B. (2019), “Technology Spillovers and Land Use Change: Empirical Ev-

idence from Global Agriculture”, American Journal of Agricultural Economics, 101(3),

870-893.

[114] Wang, X. (2006), “Management of agricultural non-point source pollution in China:

current status and challenges”, Water Science and Technology, 53(2), 1-9.

[115] Watson, K. B., Ricketts, T., Galford, G., Polasky, S. and O’Neil-Dunne, J. (2016),

“Quantifying flood mitigation services: The economic value of Otter Creek wetlands and

floodplains to Middlebury, VT”, Ecological Economics, 130, 16-24.

[116] Wilson, J. D. (2017), “International Resource Politics in the Asia-Pacific: The Political

Economy of Conflict and Cooperation”, Edward Elgar, Cheltenham.

36



REFERENCES Introduction

[117] World Bank (2020), “State and Trends of Carbon Pricing 2020”.

[118] Wu, J. and Duke, J. M. (2014), The Oxford Handbook of Land Economics, Oxford

University Press, USA.

[119] Wu, Y., Zhang, X. and Shen, L. (2011), “The impact of urbanization policy on land

use change: A scenario analysis”, Cities, 28(2), 147-159.

[120] Xepapadeas, A. (2002). “Non-point source pollution control”, in Handbook of environ-

mental and resource economics ed. Van den Bergh J. C. J. M.

[121] Yenneti, K., Day, R. and Golubchikov, O. (2016), “Spatial justice and the land pol-

itics of renewables: Dispossessing vulnerable communities through solar energy mega-

projects”, Geoforum, 76, 90-99.

[122] Yin, R., Kardol, P., Thakur, M. P., Gruss, I., Wu, G.-L., Eisenhauer, N. and Schädler,
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Chapter 1

A Markov chain model for renewable

energy storage and its application to

peak load decarbonation

Abstract

This chapter studies optimal energy storage policies for shifting from the use
of back-up fossil fuels during peak load, to stored intermittent renewable energy.
We model the process of intermittent renewable energy storage under renewable
energy surplus uncertainties in a Markovian framework and show the existence
of a limiting distribution for stored intermittent renewable energy for a given
storage technology. Moreover, we consider technical progress in storage technol-
ogy through investments in both charging efficiency and storage capacity and
study the sensitivity of the optimal energy storage policies with respect to the
renewable energy surplus distribution. We analytically solve this problem under
specific assumptions and use a value function iteration algorithm to investigate
numerically on investment strategies leading to optimal peak load decarbonation
pathways. Finally, we apply our model to study Portugal’s peak load decarbon-
ation pathways for different scenario regarding storage and carbon costs, as well
as the availability in the surplus of intermittent renewable energy.

Keywords: Energy storage, Intermittency, Peak load shifting, Technical progress,
Markov chains, Numerical methods.
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1. INTRODUCTION Chapter 1.

1 Introduction

Electricity production is, worldwide, the first source of greenhouse gas emissions and

consequently the first cause of global warming above all other carbon intensive sectors

such as agriculture or transportation (IEA, 2018). In order to stay bellow the 2�C

threshold of the Paris Agreement, decarbonation of electricity production is at the

core of climate change mitigation policies. Among these means of decarbonation, This

chapter focuses on the shifting from using pollutant fossil fuels to renewable energy.

More specifically, we will examine the terminal stage of the energy shift, when renewable

energy is the main source of electricity and the remaining fossil fuels are only used as

back-up generators during peak load. We consider storage technology as a third channel

of energy supply and we analyse the decarbonation of back-up fossil fuels by stored

intermittent renewable energy. The energy shift from pollutant fossil fuels to renewable

energy has been widely studied in macrodynamic frameworks (Hoel and Kverndokk,

1996; Tahvonen, 1998; Tahvonen and Salo, 1999; Greiner et al., 2013). Yet, these

dynamic models consider deterministic supply of renewable energy and thus does not

take into account one crucial characteristic of renewable energy supplies and limitation

to their deployment, being their intermittency. Unlike ordinary pollutant fossil fuels

which have the convenience to be dispatchable, meaning they can supply energy and

be activated whenever, renewable sources of energy are non-dispatchable due to their

dependency to local meteorological conditions. In order to supply electricity, wind

turbines need wind, and solar plants need solar radiation. In case of inadequate weather

conditions renewable plants may not supply enough energy. The use of intermittent

renewable energy carries a risk of energy shortage if there are no dispatchable fossil

fuels in the energy mix to assure the match between demand and supply in times of

low solar radiation or low wind speed.

This difference between intermittent renewable energy and dispatchable fossil fuels

is crucial in order to deliberate wisely on the ongoing energy shift process. Moreover,

new metrics must be designed to compare the costs and the benefits of fossil fuels and

renewable energy as intermittency of the latter makes direct comparison of LCOE less

relevant (Joskow, 2011). A very illustrative example regarding the stakes of intermit-

tency is given by the renewable energy supply in Germany (Sinn, 2017). In 2017, the

installed capacity of wind energy in Germany was 35.92 GW and the average produc-

tion of 5.85 GW, which represents 16.3 % of installed wind capacity. Moreover, the
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electricity production that was available 99.5% of the time represents 0.13 GW, thus

0.4% of installed wind capacity. The numbers are even more dramatic for solar energy

as the installed solar capacity were nearly the same than wind capacity, 37.34GW,

but the average production of 3.7 GW represents 9.9% of installed solar capacity. The

electricity production that was available 99.5% of the time for solar energy drops to

0GW because of night time periods.

Intermittency is a central limitation in the development of renewable energy. How-

ever, theoretical literature only appeared in the seminal paper (Ambec and Crampes,

2012) in which the authors point out that previous analyses are mostly empirical and

country specific (Kennedy, 2005; Cust et al., 2007; Boccard, 2010). Since then, theo-

retical literature on intermittent renewable energy has grew and two ways of thinking

about intermittency have risen: one deterministic and predictable way of thinking the

variation in primary renewable energy availability and one unpredictable and stochas-

tic way (Baker et al., 2013; Heal, 2016). The predictable approach to model intermit-

tency is often called variability and corresponds to a deterministic change in renewable

primary energy. This is particularly useful to model the predictable change in solar

radiation due to the interchange between night and daytime or to seasonal effects lead-

ing to predictable variations in wind availability (Heal, 2016; Helm and Mier, 2018;

Pommeret and Schubert, 2019). Yet, deterministic modelling of variation in primary

renewable energy cannot cope with unpredictable weather events such as the passing of

clouds over solar panels, or wind turbulence affecting wind turbine energy production.

The second approach models availability of primary renewable energy as a random

variable due to weather uncertainties. Indeed, even if major progress have been done

regarding weather forecasting in the last decades (Alley et al., 2019), owing to the

non-linear physics of climate dynamics, weather conditions can only be known with

some uncertainty. To that extent, it is more natural and general to model primary

renewable energy availability in a stochastic framework as we propose in this chapter.

However, most of the research considering stochastic availability in renewable en-

ergy focus on the design of optimal energy mix and optimal policies for integrating

intermittent renewable energy in a static framework (Ambec and Crampes, 2012; 2017)

and do not consider the dynamic analysis of substituting pollutant fossil fuels by new

decarbonized means of energy supply such as stored intermittent renewable energy. In

the seminal paper by Pommeret and Schubert (2019) a dynamic model of the energy

shift is presented while considering stochastic intermittent renewable energy and stor-
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age capacities. Yet, the authors do not consider technical progress in storage. In this

chapter, we propose a model that considers both stochastic availability of primary re-

newable energy and technical progress in storage to cope with renewables intermittency

in a dynamic framework. Moreover, we focus on the last stage of the energy shift, that

is, when energy is mostly supplied by renewable intermittent means, and when fossil

fuels are only used as back-up during peak load, when the instantaneous demand for

energy is greater than the instantaneous renewable energy production.

Studying this last stage of the energy shift is essential. Indeed, in the past decades,

major investments and public policies in favor of a better integration of renewables, such

as feed in tarifs or subsidies (Barbose et al., 2013; Baker et al., 2013), led to a massive

penetration of renewables in countries. New records are now being broken in terms of

renewable energy production. For instance, in March 2018, Portugal renewable energy

sector produced 4812 GWh, reaching 103.6% of the country’s energy consumption on

the same period (4647 GWh), beating its previous record of 99.2% reached in February

2014 (APREN, 2018). More precisely, on March 11th, the renewable energy production

reached 143% of the country’s demand. This massive renewable energy production

was possible due to Portugal’s hydroelectric installations which produced 55% of the

energy during this period as well as massive past investments and favorable weather

conditions regarding wind energy which contributed for 42% of energy demand in this

period. This remarquable performance of renewable energy in Portugal prevented 1.8

millions tons of CO2 emissions and saved 21 million euros regarding European Emission

Allowances. However, according to Portugal’s National Energy Networks, the country

energy demand was not fully assured consecutively by renewable energy. At best, a

first period of 70 consecutive hours of full renewable energy supply started on the 9th

of March, and an other period of 69 hours started on the 12th of the month. Even

if Portugal produced monthly more renewable energy than it consumed in March, the

use of fossil fuels was still necessary. Hydraulic and wind energy produced the major

quantity of energy in this period, but Portugal still needed back-up pollutant fossil

fuels in order to assure energy demand during peak load. Typically, pollutant back-up

fossil fuels used during peak load are either gaz or hard coal power plants because of

their quick reactivity (Sinn, 2017). Thus, Portugal may have produced more renewable

energy over the month but, because of its lack of energy storage facilities, the use of

pollutant back-up fossil fuels was still necessary during peak load.

As storage technologies are at the core of technical solutions put forward to cope
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with renewable intermittency and for substituting pollutant back-up fossil fuels used

during peak load by decarbonized means of energy supply, the economics of energy

storage is a growing field. Yet early seminal papers have studied the implications of

energy storage, focusing on hydroelectric water storage, to characterize optimal stor-

age policies (Little, 1955; Koopmans, 1957). Along with this literature, seminal papers

on peak load management (Jackson, 1973; Gravelle, 1976) study the implications of

storage for facing peak load periods. Recent researches evaluate the role of energy

storage as a solution for dealing with intermittent renewable energy production (Dur-

maz, 2014; Steffen and Weber, 2016; Sinn, 2017) and in particular in order to match

demand during peak load (Crampes and Moreaux 2009; Steffen and Weber, 2012). In

Heal (2016), the author points out the two common usages of energy storage: one is

to smooth out the volatil energy production from intermittent renewable energy ; the

other is to shift renewable production from times of low consumption, to times of high

consumption during peak load through a peak-shifting mechanism. Off-peak, when in-

stantaneous demand for energy is low and renewable production is high, storage allows

the excess of renewable energy output to be stored. During peak load, the previous

stored renewable energy is now a substitute to pollutant back-up fossil fuel, and can

be used as a new channel of decarbonized energy supply.

Peak-shifting mechanisms are studied in recent literature in deterministic frame-

works regarding the availability of renewable energy and authors do not consider the

stochastic nature of intermittent primary renewable energy (Heal, 2016; Helm and Mier,

2018). In this chapter we model peak-shifting while considering stochastic renewable

energy availability and technical progress in storage. To model technical progress in

storage we use the common storage technical characteristics being capacity (the maxi-

mal volume that can be stored) and efficiency (the speed at which energy is stored) as

in Steffen and Weber (2016). Moreover, as we model renewable energy intermittency

in a stochastic framework, the stock of stored renewable energy in the storage capac-

ities is uncertain. The uncertainty in the stock of stored renewable energy carries a

risk of energy shortage during peak load as back-up fossil fuels generators are being

closed in the energy shift process. Thus, the dynamics of closing back-up fossil fuels is

determined by the dynamics of technical progress in storage as the volume of back-up

fossil fuels generators that can be closed must match with the corresponding amount

of stored renewable energy available above a probability appointing for the risk of lost

load. As an order of magnitude, the legal standard for developed countries regarding
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the risk of lost load is that power supply should always be available with a probability

above 99.96% (Ambec and Crampes, 2017).

This research proposes new perspective focusing on modelling the terminal stage

of the energy shift process, which consists in decarbonizing peak load by substituting

back-up fossil fuels by stored intermitent renewable energy through load-shifting. To

our knowledge, only very recent work from Pommeret and Schubert (2019) proposes

a dynamic model of the energy shift while considering stochastic intermittency and

storage technology but without storage technical progress. We attempt to fill this gap

using both analytical and numerical methods. We think that the full decarbonation of

peak demand using stored renewable energy through peak-shifting mechanism is a long

term process in which technical progress in storage will play a prominent role which

calls for sharper analyses. Hence, we propose a model which takes into account both

intermittency and technical progress regarding storage in order to study the trade-off

between investing in either storage efficiency or capacity. By applying our model to

Portugal, we provide with the optimal storage policies and decarbonation time horizons

with respect to Levelized Costs of Storage (LCOS), carbon prices, and the stochastic

availability of renewable energy surplus scenarios. We show that the costs of energy

storage and carbon prices have important impacts on transition time, and in average a

reduction in 31$/MWh in LCOS accelerates full peak load decarbonation by one year

while an increase of 37$ in the price of carbon leads to the same results. Moreover,

we study how the variations in the mean or variance of renewable energy availability

affect the optimal storage policies and peak load decarbonation time horizons. In

average, an increase of 2GWh in renewable energy surplus mean leads to a decrease

of decarbonation time horizon by one year, while investments in storage technology

are more allocated to capacity rather than to efficiency. Yet, time horizon for peak

load decarbonation and storage policies show less sensitivity to variations in the energy

surplus dispersion, making therefore the energy surplus mean value a more practical

statistic for peak load decarbonation planning, compared to its dispersion.

The rest of the chapter is organized as follows. The first section presents the mod-

elling of intermittent renewable energy storage while considering the stochastic nature

of primary renewable energy in a discrete Markovian framework. The second section

to define the optimal static mix between back-up fossil fuels and stored renewable en-

ergy during peak load. Finally, we study the optimal storage policies and apply our

modelling to Portugal peak load decarbonation in a dynamic framework.
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2 Modelling intermittent renewable energy storage

2.1 Preliminary definitions of storage dynamics

In this chapter we shall focus on the last stage of the energy shift, in which three

channels of energy supply are available. Renewable energy is the main source of energy

and provides all the energy out from peak demand. During peak demand, energy is

supplied by both stored renewable energy and back-up fossil fuels.

We consider a model with discrete time periods. Out from peak demand, energy is

fully supplied by non-stored renewable energy. The surplus of primary renewable energy

which is not directly consumed can be stored during the off-peak periods, which we

consider of same duration ⌧ day to day. We denote !k the random surplus of renewable

energy that is not directly consumed during the kth off-peak charging period, and thus,

which can be stored during charging periods if storage is available. As this surplus of

energy is the difference between produced intermittent renewable energy and consumed

energy during each off-peak period, then energy surplus (!k)k2N⇤ is indeed a collection

of random variables. Moreover, we neglect all seasonal effects, that is, we suppose the

distribution of renewable energy surplus constant in time and thus make the following

assumption:

Assumption 1. The collection of random variables of renewable energy surplus (!k)k2N⇤

is independent and identically distributed.

We consider that storage technology is characterized by its capacity level Γ � 0,

the maximum amount of energy that can be stored, and by its efficiency � 2 [0, 1],

characterizing the efficiency at which the technology can store energy (a proxy for

charging rate). Therefore, be Ek
0 the initial level of stored renewable energy at the

beginning of the kth charging period, then the level Ek
⌧ of stored renewable energy at

the end of the kth charging period is Ek
⌧ = min{Γ, Ek

0 + �!k} with �!k the random

amount of renewable energy that has been stored during this period. Hence, in this

set-up, during each off-peak charging period, storage stores a fraction �!k of energy

from the random surplus of renewable energy !k, and capacity Γ acts like a saturation

level above which no energy can be stored.

During peak demand there is, by definition, not enough primary renewable energy

in order to supply for the instantaneous energy demand. Therefore, energy is supplied

by alternative sources of energy available during peak demand, namely back-up fossil
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fuels and the stored surplus of renewable energy through a peak-shifting mechanism.

If storage is very efficient, with high capacity levels, and that the random surplus

of primary renewable energy is important enough during the off-peak periods, then

storage may have stored enough renewable energy to be the only energy source during

peak demand. In such case, there is no need for using back-up fossil fuels. Else, both

stored renewable energy and back-up fossil must provide during peak load.

Finally, for an energy demand d on storage during peak load, the stored level of

renewable energy at the beginning of the k + 1th off-peak charging period is given by

Ek+1
0 = max{0, Ek

⌧ �d} where Ek
⌧ is the level of renewable energy storage at the end of

the kth off-peak charging period. Note that, if demand d on storage is more important

than the level of stored renewable energy at the end of the kth charging period Ek
⌧ , then

the quantity Ek
⌧ � d becomes negative. As only positive energy values have meanings

here, we shall only consider the positive part of Ek
⌧ � d in the definition of the storage

process, that is max{0, Ek
⌧ � d}, the rest being supplied by storage.

Definition 1. For a demand d on storage during peak load, the stochastic process of

stored renewable energy is defined as:

8k 2 N
⇤

(

Ek
⌧ = min{Γ, Ek

0 + �!k},

Ek+1
0 = max{0, Ek

⌧ � d},

with E1
0 � 0 the initial level of stored renewable energy at the beginning of the first

off-peak charging period.

Note that, in our model, we do not explicitly consider energy leakage in the en-

ergy storage dynamics as in Pommeret and Schubert (2019). Yet, energy leakage can

be thought here as a component of efficiency � as higher energy leakage would be

equivalent in our specifications to lower values in storage efficiency �.

Building on this framework for renewable energy storage dynamics, we study in the

following the optimal mix between back-up fossil fuels and stored renewable energy

during peak demand. Thereby, the relevant variable in order to decide on how to

split energy supply during peak load between back-up fossil fuels and stored renewable

energy, is the stored renewable energy level the moment before peak load (at the end of

each charging period), that is {Ek
⌧ }k2N⇤ from Definition 1. We characterize such energy

storage level before peak load in the following section using Markov chain theory within

a discrete state of charge framework.
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2.2 The energy storage model: a Markovian approach

2.2.1 A discrete and finite states of charge framework

We model energy storage as an aggregated charging device with a saturation level

denoted Γ and a discrete states of charge (SOC) distribution. The discrete amount of

energy between two states of charge is denoted �. Therefore, the number of SOC is

N = Γ

�
+ 1. The first state of charge, SOC1, characterizes the empty state of storage,

and the last, SOCN , is the full state, that is, when the level of stored renewable

energy is equal to Γ = (N � 1)�. As, we consider discrete SOC, then storage can only

store discrete amounts of energy, with a discretization step of �. This means that the

level of stored renewable energy will always be given as multiples of the discretization

step �, and shall always be rounded down to the nearest discretization step multiple.

Therefore, if at the end of the kth off-peak charging period the random stored surplus

of renewable energy �!k 2 [j�, (j + 1)�], then the level of energy stored during this

period is j� for any given j 2 N. As a consequence, we define the following storage

probability:

Definition 2. The probability p�(j) for storing a quantity j� of energy during any

off-peak charging period for unconstrained storage device Γ =1 is defined as:

8k 2 N 8j 2 N p�(j) = P (j�  �!k < (j + 1)�) .

Therefore, for instance, if �!k 2 [0, �] then no energy has been stored and the

probability of not charging any energy is given by p�(0) = P (0  �!k < �). Similarly,

if �!k 2 [3�, 4�] then a quantity 3� of energy has been stored during the kth off-

peak charging period, with a probability p�(3) = P (3�  �!k < 4�), and so on. Note

that the probability p�(j) depends on the efficiency � of storage. Indeed, as efficiency

increases, the probability of storing more energy during charging periods also increases.

We use such storage probability in order to define the transition probabilities to transit

from one SOC to an other in order to characterize the Markov process through its

transition matrix in the following section.

2.2.2 The states of charge transition matrix

As stored energy levels are bounded by zero and by the maximum capacity Γ, we can

write the dynamics of stored renewable energy before peak load, as a discrete and

49



2. INTERMITTENT RENEWABLE ENERGY STORAGE Chapter 1.

bounded Markov chain. We recall that the number of states of charge is given by

N = Γ

�
+ 1, in which � is the discrete energy amount between two successive states

of charge. In such framework, the first state of charge SOC1 of storage device is the

empty state (stored energy is zero), and the highest state of charge SOCN is the full

state (stored energy is Γ). Any intermediate state of charge is denoted in the following

as SOCi with 1 < i < N .

In order to deliberate on the optimal mix between back-up fossil fuels and stored re-

newable energy used during peak demand, one must be informed on the state of charge

probability distribution before peak load. Therefore, the embedded Markov process

of interest here is {Ek
⌧ }k2N⇤ from Definition 1, that is the amount of stored renewable

energy reached at the end of each charging period. With the discretized SOC frame-

work introduced above, the embedded Markov process writes as

⇢

SOC
b
Ek
⌧
�

c+1

�

k2N⇤

where {Ek
⌧ }k2N⇤ is the stochastic process of stored renewable energy available at the

end of the kth charging period. In order to write the transition matrix of the embedded

Markov chain

⇢

SOC
b
Ek
⌧
�

c+1

�

k2N⇤

we must provide with the following definition:

Definition 3. A state of charge SOCi is in the consumption trap if after peak demand,

the storage device is empty, that is, if after peak demand the new state of charge is

SOC1.

Therefore, for a demand d on storage, a state of charge SOCi is in consumption

trap if i 2 [1, dd/�e + 1] with � the discretization step for storage. If an initial state

of charge SOCi is not in consumption trap, then after peak demand, the new state is

SOCi�dd/�e.

Moreover, if the initial state is in consumption trap, then after peak demand, storage

reaches the empty state of charge SOC1. From SOC1, the probability of reaching a

state of charge SOCj bellow full charge (that is for j < N) at the end of the kth

off-peak charing period is given by the probability of storing (j � 1)� of energy, that is

p�(j�1) = P ((j � 1)�  �!k < j�). Therefore, the transition probability from a SOC

initially in consumption trap to SOCj is p�(j � 1). Finally, as capacity Γ acts as a

saturation level, then the probability of reaching SOCN from an initial state of charge

in consumption trap is the sum of the probability of storing more than Γ = (N � 1)�,

that is, P (�!k � (N � 1)�) =
P1

j=N p�(j � 1). Such reasoning holds for initial states

not in consumption trap. We provide with the transition matrix Π of the Markov chain

in the following proposition (see Appendix E for complete proof):
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Note that, the transition probabilities of the Markov chain depends on the collection

of random variables of renewable energy surplus (!k)k2N⇤ . As from Assumption 1,

the collection (!k)k2N⇤ is independent and identically distributed, then the transition

probabilities are constant in time and thus the Markov chain is homogeneous. Within

this framework, and from homogeneous Markov chains theory, we can provide with

the SOC probability distribution before each peak, and thus provide with practical

information on how to split energy supply during peak load.

Indeed, let us define the probability distribution µk = (µ
(1)
k , µ

(2)
k , µ

(3)
k , ..., µN

k ) for the

N states of charge before the kth peak load, where µ
(j)
k provides with the probability

of being in SOCj the moment before the peak, for 1  j  N . Then for any given

initial distribution µ0, the dynamics of the SOC probability distribution before peak

load writes as µk = Π
kµ0, for all k � 0, with Π the transition matrix defined in

Proposition 1. Finally, we provide with the following claim:

Proposition 2. (i) The Markov chain of transition matrix Π is irreducible.

(ii) The Markov chain of transition matrix Π is aperiodic.

(iii) There exists a unique stationary distribution µ̄ for the transition matrix Π such

that µ̄ = limk!1 Π
kµ0 for any initial SOC distribution µ0.

From Proposition 2, we get that the Markov chain characterized by the transition

matrix Π, displays all the properties so that the SOC probability distribution converges

to an equilibrium distribution µ̄ in the long run. In the following, we shall consider that

the Markov chain is always at equilibrium, which leads us to the following assumption:

Assumption 2. We neglect the time scale for reaching µ̄ so that the states of charge

probability distribution before peak load is always considered at equilibrium.

Henceforth, the SOC probability distribution before peak load is given by µ̄ as we

suppose the time scale for reaching µ̄ very small compared to the other time scales

involved in the following.1 Indeed, in the next sections, we will focus on a dynamic

framework in which decisions are taken on technical progress regarding efficiency �

and capacity Γ through investments. A change in � and Γ can therefore be seen as a

shock on the Markov chain characteristics, after which the SOC probability distribu-

tion before peak load relaxes to a new steady state. Such dynamics are illustrated in

Figure 2 so readers can have a representation of the different dynamics involved the

1From Markov chain theory, the convergence speed for the SOC probability distribution is such
that 8k � 0 ||µk � µ̄||  O(⇢̂k), where ⇢̂ is the second largest eigenvalue of Π.
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3 Static energy mix during peak load

3.1 Theoretical framework for static energy mix

We apply the previous model for stochastic storage of intermittent renewable energy to

an economy with three channels of energy supply. The main energy source is provided

by intermittent renewable energy (for instance photovoltaic or wind energy) and we

consider that renewable energy is sufficiently developed, so that renewable sources cover

most of the energy demand, except during peak demand (see example of Portugal

in Introduction). We will make use of Assumption 2, that is, the SOC probability

distribution before peak load is always at equilibrium, and thus solution to µ̄ = Πµ̄.

From this, we investigate in this section on optimal static mix strategies between back-

up fossil fuels and stored renewable energy during peak load. More particularly, we will

focus on the energy mix which minimizes the use of back-up fossil fuels during peak

demand, while controlling the risk of energy shortage bellow a risk tolerance threshold.

We suppose that there is one peak demand at each period, period being typically a

day, during which energy is provided either by back-up fossil fuels or stored renewable

energy, which both only supply during peak demand. We denote C the intensity of peak

demand at each period and suppose this intensity constant. Energy supply during peak

demand is therefore divided between back-up fossil fuel, providing for a part (1� �)C

of the demand during peak load, and stored renewable energy providing the remaining

�C, with � 2 [0, 1]. The demand on storage is therefore imposed by the energy mix

during peak demand. Hence, in Definition 1, the demand d on storage during peak

load writes here as d = �C. In the following, the share � of renewable energy will be

directly referred to as the energy mix as it characterizes both the use of back-up fossil

fuels (1� �)C and the demand �C on stored renewable energy during peak load.

Finally, as introduced in Section 1, storage is characterized by its efficiency � and

its capacity Γ. In this section, we study, for a given technical state (�, Γ), the optimal

energy mix �⇤ between stored renewable energy and back-up fossil fuels used during

peak demand that is, the mix which minimizes the use of fossil fuels while controlling

the risk of energy shortage. In the following, we formally define and characterize

such optimal energy mix, but beforehand, readers should get a sense of this notion of

optimality regarding energy mix.

As renewable energy is intermittent, the amount of stored renewable energy before

be solved analytically. Yet, in the case of many SOC, we shall solve µ̄ = Πµ̄ numerically.
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peak demand is a stochastic process (as defined in Definition 1). Therefore, splitting

energy mix between back-up fossil fuels and stored renewable energy during peak load

induces a risk of energy shortage. Indeed, if the demand d = �C on storage is too

high, that is, if the mix � in favor of storage is too important (� > �⇤) then the risk of

energy shortage might exceed risk tolerance. Yet, if the demand d = �C on storage is

too low, that is, if the mix � is not important enough regarding storage (� < �⇤), then

back-up fossil fuels are over used. This intuition shall be analyzed and formalized by

introducing risk tolerance towards energy shortage ⇢ and defining the following set of

stored energy level.3

Definition 4. For a given risk tolerance ⇢, we define the set A⇢ as the set of stored

energy level such that the probability of storing less energy is bellow risk tolerance ⇢.

With the notations from Section 2, if storage has reached its ith state of charge

(SOCi) for 1  i  N then the stored level of energy is �i, where � is the discrete

amount of energy between two successive SOC. As we suppose storage to be at equilib-

rium in Assumption 2, then the setA⇢ can directly be written from the SOC probability

distribution before peak load given by µ̄ = (µ̄k)1kN as:

A⇢ =

(

�i |

i
X

k=0

µ̄k  ⇢

)

.

Note that A⇢ is well defined as we showed in Proposition 2 the existence of the

stationary distribution µ̄ solution to µ̄ = Πµ̄, for a given technical state (�,Γ) and

for any demand d on storage, that is here, d = �C. Moreover, this set depends on

efficiency �, capacity Γ and the energy mix � = d/C as the transition matrix Π from

Proposition 1 and its stationary distribution µ̄ depends on such parameters. Moreover:

Proposition 3. (i) For a given technical state (�,Γ) and a mix �, A⇢ has a supremum

that we denote �⇢ and which depends on �, Γ and �.

(ii) For any stored energy level above �⇢, the probability of storing less is greater than

⇢, that is: 8⌘ > 0 P (X  �⇢ + ⌘) > ⇢.

To develop reader’s representation of the set A⇢ and its supremum �⇢, we provide

with the following illustration for the state of charge distribution probability distribu-

tion before peak load µ̄ in Figure 3.

3Risk tolerance ⇢ is typically very small. The legal standard in developed countries is 0.04% (see
Ambec and Crampes (2017)).
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Definition 5. (i) We define the set of ⇢-admissible energy mix as:

D⇢ = {� 2 [0, 1] | �C  �⇢(�,Γ,�C)}.

(ii) A mix �⇢ is said to be ⇢-admissible if � 2 D⇢.

(iii) A ⇢-admissible energy mix �̂⇢ is said to be optimal if it minimizes the use of

back-up fossil fuels during peak demand, that is:

8�⇢ 2 D⇢ F (�̂⇢)  F (�⇢) () (1� �̂⇢)C  (1� �⇢)C.

Note that, as �⇢ depends on technical state (�,Γ), then the set of ⇢-admissible energy

mix is defined for a given storage technology. Therefore, a ⇢-admissible energy mix

�⇢ is such that the demand �⇢C on storage is less than �⇢. Among these, we define

⇢-optimal mix �̂⇢, as the mix minimizing the use of fossil fuels. We know provide with

the characterization for ⇢-optimal mix:

Proposition 4. (i) For a given technical state (�,Γ) and a risk tolerance ⇢, the prob-

ability of energy shortage when using a ⇢-admissible energy mix �⇢ during peak demand

is less or equal to ⇢.

(ii) D⇢ has a supremum �̂⇢ = sup�2[0,1] D⇢(�,Γ) which is the ⇢-optimal energy mix.

For a tolerance ⇢ = 0.04% (as mentioned in Ambec and Crampes (2017) as the legal

standard for developed countries) the probability for energy shortage to occur during

peak load with a ⇢-admissible energy mix is less than once every seven years. Moreover,

as the use of back-up fossil fuels (1��)C decreases with respect to mix �, then among

the ⇢-admissible energy mix, the max is the one minimizing the use of fossil fuels.

Such optimal mix is denoted �̂⇢ and depends explicitly on the level of efficiency � and

capacity Γ of storage as well as on the random renewable energy surplus during the

charging off-peak periods (!i)i2N⇤ .

3.2.2 Numerical exploration of the ⇢-optimal energy mix �̂⇢

By numerically solving the equation µ̄ = Πµ̄ to obtain the stationary SOC prob-

ability distribution µ̄ before peak load, and by solving the optimization problem

�̂⇢ = sup�2[0,1] D⇢(�,Γ), we provide in Figure 4 with the ⇢-optimal energy mix �̂⇢(�,Γ)

with respect to storage efficiency � and capacity Γ.5 As we neglect seasonal effects, the

collection of random surplus of renewable energy (!i)i2N⇤ are independent and identi-

5The optimization problem is solved using a bisection method algorithm provided in Appendix D.1.
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peak load decarbonation. More particularly, we analyse in the following the trade-offs

regarding investments in efficiency � and capacity Γ involved during peak load decar-

bonation. Indeed, as an increase in both efficiency or capacity leads to a diminution

in the share of fossil fuels used during peak load, the question remains on whether it

is more profitable to invest in either efficiency or capacity. We will see how optimal

energy storage policies are sensitive to initial storage technology, investments costs in

efficiency and capacity, fossil fuels costs, as well as on the renewable energy surplus

(!i)i2N⇤ supplying for the storable excess of renewable energy.

4 Dynamic energy mix with technical progress

4.1 Theoretical framework for dynamic energy mix

In the previous section, we develop a numerical method which provides, for a given

efficiency � and capacity Γ, the optimal energy mix �̂⇢ between back-up fossil fuels

and stored renewable energy during peak load. That is, the mix minimizing the use of

fossil fuels while controlling the risk of energy shortage bellow a risk tolerance thresh-

old. Yet, the optimal mix is obtained for a given technical state (�,Γ) in a static

framework. In the following, we consider that technical states (�t,Γt), characterizing

storage technology, can evolve in time through investment decisions in both efficiency

� or capacity Γ so to reach peak load decarbonation.

For a given technical state (�t,Γt), Proposition 4 characterizes the ⇢-optimal energy

mix �̂⇢(�t,Γt) that we denote in the following as �(�t,Γt) for ease of notations. There-

fore, the optimal share of fossil fuels in energy mix at time t, for a given technical state

(�t,Γt), writes as:

F (�(�t,Γt)) = (1� �(�t,Γt))C.

Note that the analytical expression of �(�,Γ) was not derived in the previous section,

yet we provide with numerical experiments in Section 3.2.2 which we shall use in the

following to model and calibrate the energy mix �(�,Γ) accordingly. We suppose that

the cost of using a quantity F of fossil fuels during peak load writes as ⇡(F ), with

⇡0(F ) > 0. As a result, the cost of using fossil fuels during peak demand for a given

technical state (�t,Γt) at time t writes as:

⇡(F (�(�t,Γt))) = ⇡[(1� �(�t,Γt))C].
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The cost of using back-up fossil fuels can here reflect different situations such as the

use of a carbon tax, a cost of extracting fossil fuels or the cost from European Emission

allowance as seen in Introduction.

Finally, the shift from back-up fossil fuels to stored renewable energy during peak

load supposes technical progress in both efficiency and capacity through investments.

We model such investments decisions at each time steps t as:

(

i�t = �t+1 � �t,

iΓt = Γt+1 � Γt.

Yet, technical progress on efficiency and capacity come with investment costs modelled

by (i�t , i
Γ

t ) with @
@i�

> 0 and @
@iΓ

> 0, that is, the more ambitious is the decision on

storage technical progress, the more costly it is.

In such framework, the two state variables are the technical state, efficiency � and

capacity Γ of storage, and controls variable are investments decisions in � and Γ, that

is i� and iΓ with the above notations. Hence, the cost minimizing problem for peak

load decarbonation writes as:

min
(i�t ,iΓt )

T
X

t=0

�t
⇣

⇡[(1� �(�t,Γt))C] + (i�t , i
Γ

t )
⌘

,

s.t.

8

>

>

<

>

>

:

(�t+1,Γt+1) = (�t,Γt) + (i�t , i
Γ

t ),

�(�t,Γt)  1,

(�0,Γ0) 2 R+ ⇥ R+ and �(�T ,ΓT ) = 1.

(1)

where � > 0 is the time discount rate, T 2 R+ [ {+1} time horizon, and (�0,Γ0)

a given initial technical state for storage.7 The terminal condition on efficiency and

capacity �(�T ,ΓT ) = 1 implies full decarbonation at the terminal state. Yet, full

decarbonation can be reached before the time horizon of the problem.

As a result to this problem, we provide with the optimal investments decisions on

efficiency and capacity in order to minimize the cost of peak load decarbonation. We

also obtain the optimal dynamics for efficiency �t and capacity Γt and thus with the

optimal peak load energy mix dynamics �(�t,Γt) between back-up fossil fuels and stored

renewable energy before reaching full decarbonation. We first study analytically the

7Building on this model, one could study a more general specification for storage with more than two
characteristics (for instance, by integrating ecological or lifetime storage characteristics to the model).
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case of constant capacity, and then numerically the general problem with investments

in both efficiency and capacity.

4.2 Analytical solution for constant capacity

4.2.1 The general solution

In this section we solve analytically the cost minimization problem in the case of con-

stant capacity Γ, that is, when only investments in efficiency are considered. The

control variable is thereby i�t and state variable �t. As we do not provide with the

analytical expression of energy mix with respect to � in the previous section, we cali-

brate here the model of the energy mix � with respect to efficiency �, according to the

numerical experiments from Section 3.2.2. We solve the problem in both the linear and

concave region of the ⇢�optimal energy mix as identified in Section 3.2.2 for respec-

tively high and low capacity levels. The peak load decarbonation problem therefore

rewrites as:

min
i�t

T
X

t=0

�t
h

⇡[(1� �((�t))C] + (i�t )
i

,

s.t.

(

�t+1 = �t + i�t ,

�0 2 R+ and �(�T ) = 1.

(2)

We now provide with the optimal dynamics for efficiency and investments decisions,

solution to the peak load cost minimization problem (2):

Proposition 5. The optimal dynamics for efficiency � during peak load decarbonation

is solution to the following second order difference equation problem:
8

>

>

<

>

>

:

�C⇡0[(1� �(�t+1))C]�0(�t+1)� 0(�t+1 � �t) + �0(�t+2 � �t+1) = 0,

�0 � 0,

�(�T ) = 1.

and the optimal investment policy in efficiency is given by i�t = �t+1 � �t.

In this set-up, Problem (2) is not analytically solvable due to the a priori non-

linearities in the derivative of investment costs 0, fossil fuels cost ⇡0 and energy mix

�0. Therefore we shall make the following assumptions on the cost from using back-up

fossil fuels and investment decisions costs regarding storage technical progress.
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Assumption 3. The cost from using back-up fossil fuels is linear such that ⌧(F ) = ⌫F

with ⌫ > 0 and investments costs are quadratic such that (i) = ↵i2 with ↵ > 0.

Henceforth, the cost of using fossil fuels is characterized by ⌫, and the cost of

efficiency investments, characterized by ↵. We suppose the cost of fossil fuels linear in

the share F of fossil fuels in the energy mix. This could reflect the case of a carbon tax,

or the cost from extracting the fossil fuels ressources. In either case, this cost is the

main driver for investing in renewable energy storage. On the other hand, considering

quadratic cost for investments allows us to capture the convexity in investment costs.

That is, the cost of technical progress in efficiency marginally increases with respect to

investments decisions. Finally, and conveniently enough, Assumption 3 linearizes the

terms in fossil fuels and investments costs in the optimal efficiency dynamics solution

to Problem (2), leading to the following claim:

Corollary 1. Under Assumption 3, the optimal dynamics for efficiency � during peak

load decarbonation is solution to the following second order difference equation problem:

8

>

>

<

>

>

:

�t+2 �
1+�

�
�t+1 +

1
�
�t = �

C⌫
2↵
�0(�t+1),

�0 � 0,

�(�T ) = 1.

and the optimal investment policy in efficiency is given by i�t = �t+1 � �t.

Assuming linear fossil fuels cost and quadratic investment cost for efficiency leads to

a linear left hand side in the dynamics of efficiency � in Corollary 1. However the right

hand side is still a priori non-linear in efficiency �, depending on the expression of

energy mix � with respect to efficiency �. We shall study the dynamics of � according

to the expression of � with respect to efficiency.

Indeed, the characterization of the optimal energy mix � and the numerical experi-

ments from Section 3.2.2 allows us to make motivated assumptions and calibrations for

energy mix �(�). More particularly we will focus on the linear (resp. concave) region

introduced in Section 3.2.2, in which the energy mix � can easily be modeled and cali-

brated as a linear (resp. concave) function in efficiency �. Thereby, in the following we

study the optimal dynamics in efficiency by modelling the energy mix accordingly to

the numerical experiments from Section 3.2.2. We provide with the analytical optimal

dynamics in efficiency and optimal investments decision using such calibrations in both

the linear and concave region of energy mix �.
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4.2.2 Optimal solution in the linear region for high capacities

We solve peak load decarbonation problem in the linear region of energy mix �, that

is, the region for constant and high capacity in which the following assumption holds:

Assumption 4. For high capacity, the energy mix � is linear with respect to efficiency

�, that is � = �� with � > 0.

We now provide with the optimal efficiency dynamics and investments decisions in the

case of constant and high storage capacity in the linear region of energy mix.

Corollary 2. (i) Under Assumption 3 and Assumption 4, the optimal dynamics for

efficiency � during peak load decarbonation is solution to the following second order

difference equation problem:
8

>

>

<

>

>

:

�t+2 �
1+�

�
�t+1 +

1
�
�t = �

C⌫�

2↵
,

�0 � 0,

�T = 1
�
.

(3)

and the optimal investment policy in efficiency is given by i�t = �t+1 � �t.

(ii) For an initial efficiency �0 = 0, the optimal efficiency dynamics are:

.

8

<

:

�⇤
t = A

✓

⇣

1
�

⌘t

� 1

◆

+ C⌫��

2↵(1��)
t, 8t < T ?,

�⇤
t =

1
�
, 8t � T ?,

where T ? is the transition time towards decarbonation and,

A = C



1

�
�

⌫��

2↵(1� �)
T

�

"

✓

1

�

◆T

� 1

#�1

.

(iii) If ⌫ > 0 and
abd/cln(b)

c
> �1

e
then transition time T ? is such that:

T ? =
d

c
�

1

ln(b)
W

✓

abd/cln(b)

c

◆

,

with a = A, b = 1
�
, c = C⌫��

2↵(1��)
, d = 1

�
+ A and W the Lambert W function.

Corollary 2 provides with the analytical expression of the optimal technical path

regarding efficiency �. Note that from the dynamics in �t, one can directly obtain the
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optimal dynamics for the energy mix during peak load, that is �t = �(�t). Figure 18

in Appendix B gives the optimal dynamics in efficiency for different fossil fuels cost

⌫, at constant capacity Γ = 40, starting from �0 = 0 and thus �0 = 0. We get

that, initially, the economy only uses back-up fossil fuels during peak load. As time

evolves, the economy invests in storage technical progress, so to reduce its use of costly

back-up fossil fuels, and storage efficiency � increases along the optimal decarbonation

path solution to (3). Back-up fossil fuels are progressively being substituted by stored

renewable energy, until the mix � reaches its upper bound at time T ?, that is �(T ?) = 1,

at which time all back-up fossil fuels have been replaced by renewable energy storage.

Moreover, from Figure 18, as fossil fuels cost increases, the mix and the efficiency level

reach their upper bound in a shorter time. A calibrated analysis of the evolution of

transition time horizons with respect to fossil fuels costs is provided in Section 4.

4.2.3 Optimal solution in the concave region for low capacities

We now solve the decarbonation Problem (2) in the concave region of energy mix �,

that is, the region for constant and low capacity in which the following assumption

holds:

Assumption 5. For low capacity, the energy mix � is concave with respect to efficiency

�, that is � = ⌘�� with ⌘ > 0 and � < 1.

We provide next with the optimal efficiency dynamics and investments decisions in the

case of constant and low storage capacity in the concave region of energy mix.

Corollary 3. Under Assumption 3 and Assumption 5, the optimal dynamics for ef-

ficiency � during peak load decarbonation is solution to the following second order

difference equation problem:

8

>

>

<

>

>

:

�
1��
t+1

h

�t+2 �
1+�

�
�t+1 +

1
�
�t

i

= �C⌫⌘�

2↵
,

�0 � 0,

�T =
⇣

1
⌘

⌘
1

�

.

(4)

and the optimal investment policy in efficiency is given by it = �t+1 � �t.

In contrast with the solution of the decarbonation problem in the linear region,

Corollary 3 does not provide with the analytical expression for the optimal efficiency
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dynamics �t, as assuming a concave energy mix � with respect to efficiency � leads to

a non linear difference problem. Yet, the optimal efficiency dynamics in the concave

region can be analyzed using backward shooting method. We provide in Figure 19 in

Appendix C with the optimal dynamics of storage efficiency in the concave region, for

different fossil fuels costs at constant capacity Γ = 20. With time, storage efficiency in-

creases along the optimal path solution to (4), and back-up fossil fuels are progressively

being substituted until peak load is fully decarbonated, when �(�T ?) = 1. The pseudo-

code used to solve (4) with a backward shooting method is given in Appendix D.2.

4.3 Numerical solution on global technical domain

4.3.1 The global peak load decarbonation problem

In the previous section, we solved analytically the problem by calibrating the ⇢-optimal

energy mix � accordingly to the numerical experiments from Section 3.2.2, yet for

constant value of capacity. In this section, we numerically solve the problem using a

value function iteration algorithm on the global technical domain, that is for all � and

Γ, and with the actual ⇢-optimal energy mix solution to �(�,Γ) = sup�2[0,1] D⇢(�,Γ), as

characterized in Proposition 4. Moreover, we apply in the section 4.3.2. our numerical

analysis to Portugal’s peak load decarbonation.

Building on the previous assumptions, we consider therefore linear fossil fuels costs

with respect to the share of fossil fuels in the energy mix, ⇡(F ) = ⌫F , and the quadratic

investments costs now writes (i�t , i
Γ

t ) = ↵�(�t+1� �t)
2 +↵Γ(Γt+1�Γt)

2. Therefore, in

such framework, the peak load decarbonation cost minimization problem writes as:

min
(i�t ,iΓt )

1
X

t=0

�t
�

⌫[(1� �(�t,Γt))C] + ↵�(�t+1 � �t)
2 + ↵Γ(Γt+1 � Γt)

2
�

,

s.t.

8

>

>

<

>

>

:

�t+1 = �t + i�t ,

Γt+1 = Γt + iΓt ,

(�0,Γ0) 2 R+ ⇥ R+.

(5)

Problem (5) has now four degrees of freedom. Fossil fuels cost which is still charac-

terized by ⌫, investment costs in efficiency and capacity characterized by ↵� and ↵Γ

respectively, and the initial energy storage technical state (�0,Γ0). Note that such

initial technical states can potential captures pre-existing storage capacities from pre-
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metrics of energy, therefore we calibrate costs of fossil fuels uses during peak load on

such metric, hence ⌫ = 100$/MWh. Finally, we consider typical values of � = 3% for

discount rate as in IEA (2015) and a risk tolerance for energy shortage ⇢ = 0.04% as

in Ambec and Crampes (2017). The calibrated parameters are gathered in Table 1.

(!i)i2N⇤ RNE surplus distribution W(32, 7)
C Peak demand intensity 10 GWh
⌫ Fossil fuels cost (CCGT) 100 $/MWh
� Discount rate 3 %
⇢ Risk tolerance 0.04 %

Table 1: Calibrated parameters for Portugal.

In the following, we solve Problem (5) with the calibrated parameters from Table 1

and study the optimal energy storage policies and resulting peak load decarbonation

scenarios for Portugal.

4.4.2 Optimal energy storage policy for Portugal peak load decarbonation

In this section, we numerically analyse energy storage investments policy and the re-

sulting peak load decarbonation dynamics considering different scenario. We first study

the impact of energy storage costs on decarbonation dynamics. Then we focus on car-

bon emissions prices due to the use of CCGT during peak load. Finally, we analyse how

energy storage investments also depends on the renewable energy surplus distribution.

Levelized Cost of Storage. In this section, we provide with the optimal storage

investments policies and the resulting peak load decarbonation dynamics for Portugal

according to the cost of energy storage. We consider three scenarios regarding the cost

of energy storage. As in Schmidt et al. (2019), we shall consider Levelized Cost of

Storage (LCOS) in order to compare the costs of storage with the CCGT Levelized

Cost of Energy (LCOE) used during peak load. The authors define the cost of energy

storage as:

LCOS =
Investments costs
PT

t=0
Energy dischared

(1+�)t

,

that is, with our model’s parameters:

LCOS =

PT ?

t=0 ↵Γ(Γt+1 � Γt)
2 + ↵�(�t+1 � �t)

2

PT ?

t=0
�̂⇢(�t,Γt)C

(1+�)t

.
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years, that is for a cost of storage LCOS = 600$/MWh. The final energy storage

technology reached at the end of the optimal investments policy solution to the peak

load decarbonation problem has a capacity of ΓT ? = 18 GWh and an efficiency of

�T ? = 36%. Note that the final capacity exceeds by 8 GWh the intensity of peak

load C = 10GWh in order to respect risk tolerance of energy shortage. Similarly, we

provide with the different peak load decarbonation times T ? for the two remaining

LCOS scenario: LCOSlow = 200$/MWh and LCOShigh = 1000$/MWh. Results are

gathered in Table 2.

⌫ ($/MWh) LCOS ($/MWh) ↵� = ↵Γ T ? (years)

100 1000 1.5 · 104 37
100 600 1 · 104 26
100 200 0.4 · 104 11

Table 2: Peak load decarbonation times for LCOS scenarios and fixed CCGT costs.

At constant CCGT costs ⌫ = 100 $/MWh, an increase in LCOS leads to a decrease

in transition time T ?. For LCOSlow = 200$/MWh, peak load decarbonation is reached

in 11 years, whereas for the high LCOS scenario, that is LCOShigh = 1000$/MWh,

transition time reaches 37 years. Hence, the costs of energy storage has an important

impact on transition time. In average a reduction in 31 $/MWh in LCOS accelerates

full peak load decarbonation by one year, making LCOS a central metric for peak load

decarbonation planning when using of renewable energy storage.

CCGT carbon emissions costs. Providing with full peak load decarbonation times

at constant CCGT costs prevents us from analyzing the effect of carbon costs on peak

load decarbonation dynamics and its impact on energy storage investments policies.

Indeed, the cost of carbon is internalized in the LCOE of CCGT and in 2018, the Por-

tuguese Renewable Energy Association (APREN) estimated that the use of renewable

energy during March 2018 saved 20 millions tCO2, resulting in saving of 1.8 millions eu-

ros for Portugal, leading therefore to a carbon price of carbon of 11$/tCO2 (consistent

with the carbon prices from the EU ETS from March 2018).

In the following, we analyse the effect of carbon emissions costs due to the use of

CCGT during peak load by considering an additional cost ⌧ on the ton of carbon.

Hence, considering a typical value for carbon emissivity of 0.4 tCO2/MWh for CCGT,

the costs of fossil fuel ⌫ in the peak load decarbonation problem now writes as ⌫+0.4 ·⌧

with ⌧ the cost of carbon expressed in $/tCO2. Hence, if ⌧ = 0, the cost of CCGT
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peak load decarbonation can be reached within reasonable time horizons and CCGT

carbon emissions prices.

Renewable energy surplus distribution. In the previous sections, optimal stor-

age policies and the resulting peak load decarbonation dynamics were analyzed for a

benchmark renewable energy surplus distributions (!i)i2N⇤ modelled by the Weibull

distribution W(32, 7) with mean E(!) = 30 GWh and variance is V(!) = 25 GWh. As

the energy surplus distribution is the difference between renewable energy production

and energy consumption, such surplus can vary according to both renewable energy

investments (leading to an increase in renewable energy production) and energy ef-

ficiency investments (leading to a decrease in energy consumption). Note that such

energy surplus distribution also depends on the exogenous weather distribution pro-

viding with the natural ressources for renewable energy production (intermittent solar

radiation and wind for instance), yet, not like RNE production or energy consumption,

the policy maker cannot control such input.

In this section, we study the impact of such variability in the energy surplus distri-

bution by analyzing the sensitivity of optimal peak load decarbonation pathways with

respect to variations in the statistical characteristics of (!i)i2N⇤ . As we suppose the

collection (!i)i2N⇤ as independent and identically distributed (see Assumption 1), we

shall henceforth consider a unique random variable ! for renewable energy surplus with

the same distribution as (!i)i2N⇤ . Moreover, as in Campos (2018) we characterize sta-

tistical heterogeneity in the renewable energy surplus distribution by variations in its

mean E(!) and variance V(!). We keep Weibull distributions as models for renewable

energy surplus. Hence in the following, ! ⇠ W(a, b) with a > 0, the shape param-

eter, and b > 0 the scale parameter of the distribution. Therefore, the probability

distribution for renewable energy surplus is:

8✓ > 0 f!(✓) =
a

b

✓

✓

b

◆a�1

e�(✓/b)a ,

and probability theory provides with the mean and variance for the storable random

renewable energy surplus ! that is:

E(!) = bΓ

✓

1 +
1

a

◆

and V(!) = b2Γ

✓

1 +
2

a

◆

� E(!)2,

where Γ is the Gamma function. In the following, we shall keep as a benchmark
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As the mean value increases, the investment ratio coefficient gets higher, meaning

that the relative overall expenses increases in favor of storage capacity Γ compared

to investments in storage efficiency �. Indeed, for high mean values, the probability

of important energy surplus availability ! increases. For an increase of ∆! > 0 in

energy surplus availability, the efficiency term in Definition 1 of the storage process

writes as �(! + ∆!) = �(1 + ∆!
!
)! = �0! with �0 = �(1 + ∆!

!
) > �. Therefore, an

increase in energy availability acts as an increase in efficiency in the cost minimization

problem of peak load decarbonation. Hence, investments in capacity are privileged

as storage already benefits from an increase in energy surplus availability for high

mean values, which has the same effect as an increase in efficiency. However, an

increase in energy surplus variance does not lead to any significant variation in ⇠ for

the same reason that an increase in variance shows very low effect on transition time

T ? compared to variation in the energy surplus mean (see Figure 14 and Figure 15).

Indeed, an increase in the spread of the renewable energy surplus distribution leads to

both higher probabilities for having low and high renewable energy surplus, therefore

resulting to two competing effects canceling one another. Finally, note that the relative

investments in efficiency and capacity also depends on the LCOS and the cost of carbon

emissions. As the relative cost of storage increases compared to using fossil fuels

during peak load (that is, either through an increase in LCOS or a decrease in the

cost of carbon) then the optimal energy storage policy promotes capacity investments

(reflected here by the increase in ⇠). Indeed, in either cases, the policy maker sacrifices

investments in efficiency to promote investments in capacity as it offers here, a more

important marginal impact on peak load decarbonation compared to technical progress

in efficiency (Γ̄ < �̄). Hence, the more costly are storage investments compared to using

fossil fuels during peak load, the more investments shall be allocated to the technical

attribute of highest marginal impact on peak load decarbonation. In conclusion, among

the parameters accessible to the policy maker for peak load decarbonation planning,

only the variance of the energy surplus does not have any significant impact on either

peak load decarbonation time horizon T ? or on investment ratio ⇠. Therefore, policy

recommendations for peak load decarbonation using intermittent renewable energy

storage should focus particularly on the mean value of the renewable energy surplus

(by considering investments policies in either renewable energy production or energy

efficiency for instance), as well as setting the right price on CCGT carbon emissions

according to the Levelized Cost of Storage, the renewable energy surplus, and the

political framework setting time horizons for reaching the carbon-free era.
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5 Conclusion

This research proposes an approach to analyse the final stage of the energy shift, in

which back-up fossil fuels used during peak load, shall be progressively substituted by

stored intermittent renewable energy. We model technical progress regarding energy

storage by considering both progress in storage efficiency and capacity. Thus the

economy can choose to invest in either efficiency or in capacity in order to improve

storage technology before reaching full peak load decarbonation.

Intermittent renewable energy storage is modelled in a Markovian framework which

allows us to control the risk of energy shortage involved in the decarbonation of back-up

fossil fuels by stored intermittent renewable energy. Therefore this chapter proposes

a new framework of energy shift dynamic modelling, as, to our knowledge, progress

in storage technology has not been yet modeled considering technical progress in both

efficiency and capacity, in a dynamic and stochastic framework. This research opens

new perspectives regarding decarbonation pathways involved during energy shift, and

can be used to optimally plan the decarbonation of back-up fossil fuels by stored inter-

mittent renewable energy while considering technical progress on storage technologies

and the risk of energy shortage due to renewable energy intermittency.

By applying our model to Portugal, we provide with the optimal storage policies

and decarbonation time horizons with respect to Levelized Costs of Storage (LCOS),

carbon prices, and the stochastic availability of renewable energy surplus scenarios.

We show that the costs of energy storage and carbon prices have important impacts

on transition time, and in average a reduction in 31$/MWh in LCOS accelerates full

peak load decarbonation by one year while an increase of 37$ in the price of carbon

leads to the same results. Moreover, we study how the variations in the mean or

variance of renewable energy availability affect the optimal storage policies and peak

load decarbonation time horizons. In average, an increase of 2GWh in renewable

energy surplus mean leads to a decrease of decarbonation time horizon by one year,

while investments in storage technology are more allocated to capacity rather than to

efficiency. Yet, time horizon for peak load decarbonation and storage policies show less

sensitivity to variations in the energy surplus dispersion, making therefore the energy

surplus mean value a more practical statistic for peak load decarbonation planning,

compared to its dispersion.
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D. Pseudo-codes.

D.1. Pseudo-code for the bisection method algorithm. Be MAXITER the

maximum iteration allowed and TOL the tolerance parameter for convergence.

Algorithm 1 Solves �⇢(�,Γ, d̂)� d̂ = 0 for d̂

I  1
a 0
b C
while I MAXITER do

d a+b
2

if �⇢(�,Γ, d)� d = 0 or b�a
2

< TOL then

d̂ d
break

end if

I  I + 1
if sign(�⇢(�,Γ, d)� d) = sign(�⇢(�,Γ, a)� a) then
a d

else

b d
end if

end while

D.2. Pseudo-code of the backward shooting method algorithm. Be ✏ the

search precision.

Algorithm 2 Solves �t = �t+1 �
�

2↵

h

C⌫⌘�

�
1��
t+1

+ 2↵(�t+2 � �t+1)
i

I  0
for I  0 : ✏ : MAXITER do

S[N � 1] I
for J  N � 2 to 1 do

S[J ]  S[J + 1]� �

2↵

h

C⌫⌘�

S[J+1]1�� + 2↵ (S[J + 2]� S[J + 1])
i

end for

if S[1] = �0 or |S[1]� �0| < TOL then

break

end if

end for
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E. Proof of Proposition 1.

In order to derive the expression of the transition matrix Π, we must consider two cases: the

case in which initial state is in consumption trap, and the case in which it is not.

• If an initial state of charge SOCi is in the consumption trap, then after peak demand

the current SOCi switches to the empty SOC1. Therefore, the probability of reaching state

SOCj from state SOCi is the probability of reaching SOCj from state SOC1 that is, the

probability of storing an amount (j � 1)� of energy which, according to Definition 2, is

p�(j � 1). Similarly, reaching the saturated state SOCN from an initial state SOCi in the

consumption trap is given by summing the probability of storing more than Γ = (N � 1)�,

that is
P1

j=N p�(j � 1). Therefore, the transition probabilities for an initial state SOCi in

the consumption trap is given by:

8i 2 [1, dd/�e+ 1]

8

>

>

<

>

>

:

Πi,j = p�(j � 1) 8j 2 [1, N � 1],

Πi,N =
P1

j=N p�(j � 1).

• If an initial state of charge SOCi is not in the consumption trap, then after peak demand,

the current SOCi switches to SOCi�dd/�e. Therefore, the probability of reaching state SOCj

from state SOCi is the probability of reaching SOCj from state SOCi�dd/�e that is, the

probability of storing an amount [j� (i�dd/�e)]� of energy which, according to Definition 2,

is p�(j � (i � dd/�e)). Similarly, reaching the saturated state SOCN from an initial state

SOCi which is not in the consumption trap is given by summing the probability of storing

more than [N � (i � dd/�e)]�, that is
P1

j=N p�(j � (i � dd/�e)). Therefore, the transition

probabilities for an initial state SOCi not in the consumption trap is given by:

8i 2 [dd/�e+ 2, N ]

8

>

>

<

>

>

:

Πi,j = p�(j � (i� dd/�e)) 8j 2 [i� dd/�e, N � 1],

Πi,N =
P1

j=N p�(j � (i� dd/�e)).

• Else, the SOC are not accessible one to another, therefore Πi,j = 0.

F. Proof of Proposition 2.

(i) Consider the directed graph G associated to the transition matrix Π of the Markov chain.

The Markov chain is irreducible if and only if G has one strongly connected component.

From the definition of the transition matrix Π, all nodes i > 1 can directly reach node
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i� 1. Moreover, node 1 can transition to any node. Therefore, by induction, every state can

be reached from any other states i.e. G has one strongly connected component, thus Π is

irreducible.

(ii) We get from the definition of Π in equation (8) and (9) that every node has a self-loop

since 8i 2 [1, N ] Πi,i > 0. Therefore the period of each state is equal to 1 which means they

are aperiodic. By definition, as all states of the Markov chain is aperiodic, the Markov chain

is itself aperiodic.

(iii) From (i) and (ii) we know that Π is irreducible and aperiodic. It follows from the

fundamental theorem of Markov chains stating that Π has a unique stationary distribution

that we denote µ̄, such that µ̄ = limt!1Π
tµ0 for any initial SOC distribution µ0.

G. Proof of Proposition 3.

(i) As 0 2 A therefore A 6= ; and as A is bounded above by Γ it admits a supremum that

we denote as �⇢.

(ii) Let ⌘ > 0 then as �⇢ = supA⇢ we have that �⇢+ ⌘ /2 A⇢. Thus, by definition of A⇢ from

Definition 4 we have P (X  �⇢ + ⌘) > ⇢, which completes the proof.

H. Proof of Proposition 4.

(i) Be X the random variable of stored renewable energy and � a ⇢-admissible energy mix.

Therefore as � 2 D⇢ then from Definition 5, �C  �⇢ thus, 9⌘ � 0 such that �C = �⇢ � ⌘.

Thereby, as �⇢ = sup(A⇢) then �C = �⇢ � ⌘ 2 A⇢ and thus from the definition of A⇢

in Definition 4, we get P (X  �C)  ⇢. As a result, the risk of energy shortage with a

⇢-admissible energy mix is bellow risk tolerance, which proves the claim.

(ii) The energy mix during peak load with no stored renewable energy, that is � = 0, is a

⇢-admissible mix as the probability of having energy shortage is equal to 0 (back-up fossil

fuels can always produce energy). Therefore 0 2 D⇢ and thus D⇢ 6= ;. Moreover, D⇢ is

bounded from above by 1 and as it is non empty it has a supremum �̂⇢ = sup(D⇢). Finally,

as the use of fossil fuels writes as F = (1� �)C, then the use of fossil fuels strictly decreases

with respect to the mix �. Therefore �̂⇢ minimizes F on D⇢. As a result, the energy mix

�̂⇢ = sup(D⇢) respects risk tolerance and minimizes the use of fossil fuels during peak load.

Hence, �̂⇢ is the optimal energy mix in the sense of Definition 5.
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I. Proof of Proposition 5.

Writing the Lagrangian of Problem (2) leads to:

L =

T�1
X

t=0

��t [⌧(C � �(�t)) + (it)] +

T�1
X

t=0

µ
(1)
t+1[�t + it � �t+1]

+

T�1
X

t=0

µ
(2)
t [��1(1)� ✏2t � �t] + µ(3)[a� �0] + µ(4)[��1(C)� �T ].

Therefore, the F.O.C with respect to control it and state �t gives:

8 0 < t < T

8

>

>

<

>

>

:

F.O.C w.r.t. it : ��
t0(it) + µ

(1)
t+1 = 0,

F.O.C w.r.t. �t : �
t⌧ 0[(1� �(�t))C]C�0(�t) + µ

(1)
t+1 � µ

(1)
t � µ

(2)
t = 0,

Stationary condition : 2✏tµ
(2)
t = 0.

If �t < ��1(1) then ✏t 6= 0 therefore µ
(2)
t = 0. As a result:

�t⌧ 0[(1� �(�t))C]C�0(�t) + µ
(1)
t+1 � µ

(1)
t = 0.

Moreover, as ��t0(it) + µ
(1)
t+1 = 0, we get:

�t⌧ 0[(1� �(�t))C]C�0(�t) + �t0(it)� µ
(1)
t = 0.

Rewriting the previous equation at time t+1 and with the transition equation �t+1 = �t+ it

leads to:

�t+1⌧ 0[(1� �(�t+1))C]C�0(�t+1) + �t+10(�t+2 � �t+1)� µ
(1)
t+1 = 0.

And again, as µ
(1)
t+1 = �t0(it) = 0(�t+1 � �t) we get:

�t+1⌧ 0[(1� �(�t+1))C]C�0(�t+1) + �t+10(�t+2 � �t+1)� �t0(�t+1 � �t) = 0.

As � > 0, we get after simplification:

�C⌧ 0[(1� �(�t+1))C]�0(�t+1) + �0(�t+2 � �t+1)� 0(�t+1 � �t) = 0.

Such dynamics are valid as long as �t < ��1(1). Else, �t = ��1(1).

As a result, (�t) = min(�⇤
t ,�

�1(1)) where (�⇤
t ) is solution to:

�C⌧ 0[(1� �(�t+1))C]�0(�t+1)� 0(�t+1 � �t) + �0(�t+2 � �t+1) = 0,

which proves the claim.
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J. Proof of Corollary 1.

From Proposition 5, the optimal dynamics in efficiency writes as:

�C⌧ 0[(1� �(�t))C]�0(�t+1)� 0(�t+1 � �t) + �0(�t+2 � �t+1) = 0.

Moreover, from Assumption 3 we have ⌧(F ) = ⌫F and (i) = ↵i2. Therefore, under these

assumptions in fossil fuels and investments costs, the dynamics of efficiency now writes:

�C⌫�0(�t+1)� 2↵(�t+1 � �t) + �2↵(�t+2 � �t+1) = 0

() �t+2 � �t+1 �
1

�
�t+1 +

1

�
�t = �

C⌫

2↵
�0(�t+1)

() �t+2 �
1 + �

�
�t+1 +

1

�
�t = �

C⌫

2↵
�0(�t+1).

which proves the claim.

K. Proof of Corollary 2.

(i) In the linear region, energy mix is linear in efficiency, that is �(�) = ��. Moreover as

from Corollary 1:

�t+2 �
1 + �

�
�t+1 +

1

�
�t = �

C⌫

2↵
�0(�t+1),

then, under the assumption of linear mix we have:

�t+2 �
1 + �

�
�t+1 +

1

�
�t = �

C⌫�

2↵
.

which gives the dynamics of efficiency in the linear region of energy mix.

(ii) In the linear region of the energy mix and under Assumption 3, the dynamics of optimal

efficiency for storage writes as a second order difference equation problem that is:

8

>

>

<

>

>

:

�t+2 �
1+�
�

�t+1 +
1
�
�t = �

C⌫�
2↵ ,

�0 � 0,

�T = 1
�
.

Therefore, the characteristic equation of the homogenous second order difference equation

writes:

X2 �
1 + �

�
X +

1

�
= 0,
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for which the discriminants given by:

∆ =

✓

1 + �

�

◆2

�
4

�
=

1� 2� + �2

�2
=

✓

1� �

�

◆2

> 0,

as 0 < � < 1. Therefore, the solution for the homogenous equation are Art1 + Brt2 with r1

and r2 roots to X2 � 1+�
�

X + 1
�
= 0 and (A,B) 2 R

2 given by:

r1 =
1

2

✓

1 + �

�
+

1� �

�

◆

=
1

�
and r2 =

1

2

✓

1 + �

�
�

1� �

�

◆

= 1.

Moreover, the particular solution �P for this equation is given by ⌫��C
2↵(1��) t and thus, the

solution writes:

�t = A

✓

1

�

◆t

+B +
⌫��C

2↵(1� �)
t.

Finally, the initial �0 = 0 and terminal conditions �T = 1
�
leads to:

A = �B and A =



1

�
�

⌫��C

2↵(1� �)
T

�

"

✓

1

�

◆T

� 1

#�1

.

Thereby, we get:

�⇤
t = A

 

✓

1

�

◆t

� 1

!

+
C⌫��

2↵(1� �)
t,

which gives the optimal dynamics of efficiency before reaching full decarbonation of peak

load.

(iii) By definition of the transition time T ? we have that �(�T ?) = 1 and thus in the linear

region that �T ? = 1
�
. Therefore, from the expression of �t in the linear region obtained as a

result of Corollary 2 we have that: A

✓

⇣

1
�

⌘T ?

� 1

◆

+ C⌫��
2↵(1��) T ? = 1

�
() abT

?
+ cT ? = d

with a = A, b = 1
�
, c = C⌫��

2↵(1��) and d = 1
�
+ A. As ⌫ > 0 we can divide by c and

rewrite (13) as d0 � T ? = a0bT
?
with d0 = d/c and a0 = a/c. Be y = d0 � T ?, v = 1/b and

u = a0b0d
0

then y = a0bd
0�y = a0bd

0

b�y = ub�y = uvy = ueyln(v). Finally, be z = �yln(v), this

gives zez = �uln(v) therefore by definition of the Lambert W function z = W (�uln(v)).

Rewriting, z, u and v in the initial variables leads to:

T ? =
d

c
�

1

ln(b)
W

 

abd/cln(b)

c

!

,

with a = A, b = 1
�
, c = C⌫��

2↵(1��) , d = 1
�
+A and W the Lambert W function.
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L. Proof of Corollary 3.

(i) In the concave region, energy mix writes as �(�) = ⌘�� . Moreover as from Corollary 1:

�t+2 �
1 + �

�
�t+1 +

1

�
�t = �

C⌫

2↵
�0(�t+1),

then, under the assumption concave mix we have:

�t+2 �
1 + �

�
�t+1 +

1

�
�t = �

C⌫⌘�

2↵
�
��1
t+1 ,

therefore leading to:

�
1��
t+1



�t+2 �
1 + �

�
�t+1 +

1

�
�t

�

= �
C⌫⌘�

2↵
,

which gives the dynamics of efficiency in the concave region of energy mix.

(ii) From what precedes we have that:

�t+2 �
1 + �

�
�t+1 +

1

�
�t = �

C⌫⌘�

2↵�1��
t+1

() �t = �

"

1 + �

�
�t+1 � �t+2 �

C⌫⌘�

2↵�1��
t+1

#

() �t = (1 + �)�t+1 � ��t+2 �
�C⌫⌘�

2↵�1��
t+1

() �t = �t+1 �
�

2↵

"

C⌫⌘�

�
1��
t+1

+ 2↵(�t+2 � �t+1)

#

,

which completes the proof. The pseudo-code for the shooting method is given in Ap-

pendix E.2.
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M.1. Time horizon versus energy surplus mean.

Distrib. Mean (GWh) Var. (GWh) LCOS ($/MWh) Carbon price ($/tCO2) T ? (years)
W(32, 7) 30 25 600 0 26
W(32, 7) 30 25 600 100 23
W(32, 7) 30 25 600 200 18
W(37.2, 8.3) 35 25 600 0 21
W(37.2, 8.3) 35 25 600 100 18
W(37.2, 8.3) 35 25 600 200 13
W(42.2, 9.6) 40 25 600 0 17
W(42.2, 9.6) 40 25 600 100 14
W(42.2, 9.6) 40 25 600 200 10
W(47.2, 12.2) 45 25 600 0 15
W(47.2, 12.2) 45 25 600 100 12
W(47.2, 12.2) 45 25 600 200 8
W(52.3, 12.2) 50 25 600 0 14
W(52.3, 12.2) 50 25 600 100 11
W(52.3, 12.2) 50 25 600 200 7

Table 3: Time horizon T ? versus the energy surplus mean at fixed variance (25 GWh)
and constant LCOS (600 $/MWh).

Distrib. Mean (GWh) Var. (GWh) LCOS ($/MWh) Carbon price ($/tCO2) T ? (years)
W(32, 7) 30 25 200 0 11
W(32, 7) 30 25 600 0 26
W(32, 7) 30 25 1000 0 37
W(37.2, 8.3) 35 25 200 0 9
W(37.2, 8.3) 35 25 600 0 21
W(37.2, 8.3) 35 25 1000 0 30
W(42.2, 9.6) 40 25 200 0 8
W(42.2, 9.6) 40 25 600 0 17
W(42.2, 9.6) 40 25 1000 0 27
W(47.2, 12.2) 45 25 200 0 7
W(47.2, 12.2) 45 25 600 0 15
W(47.2, 12.2) 45 25 1000 0 24
W(52.3, 12.2) 50 25 200 0 6
W(52.3, 12.2) 50 25 600 0 14
W(52.3, 12.2) 50 25 1000 0 22

Table 4: Time horizon T ? versus the energy surplus mean at fixed variance (25 GWh)
and constant carbon cost (0 $/tCO2).
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M.2. Time horizon versus energy surplus variance.

Distrib. Mean (GWh) Var. (GWh) LCOS ($/MWh) Carbon price ($/tCO2) T ? (years)
W(31.7, 9.3) 30 15 600 0 24
W(31.7, 9.3) 30 15 600 100 22
W(31.7, 9.3) 30 15 600 200 17
W(31.9, 7.9) 30 20 600 0 26
W(31.9, 7.9) 30 20 600 100 22
W(31.9, 7.9) 30 20 600 200 18
W(32, 7) 30 25 600 0 26
W(32, 7)) 30 25 600 100 23
W(32, 7)) 30 25 600 200 18
W(32.3, 6.4) 30 30 600 0 28
W(32.3, 6.4) 30 30 600 100 24
W(32.3, 6.4) 30 30 600 200 19
W(32.5, 5.9) 30 35 600 0 29
W(32.5, 5.9) 30 35 600 100 24
W(32.5, 5.9) 30 35 600 200 19

Table 5: Time horizon T ? versus the energy surplus variance at fixed mean (30 GWh)
and constant LCOS (600 $/MWh).

Distrib. Mean (GWh) Var. (GWh) LCOS ($/MWh) Carbon price ($/tCO2) T ? (years)
W(31.7, 9.3) 30 15 200 0 10
W(31.7, 9.3) 30 15 600 0 24
W(31.7, 9.3) 30 15 1000 0 35
W(31.9, 7.9) 30 20 200 0 11
W(31.9, 7.9) 30 20 600 0 26
W(31.9, 7.9) 30 20 1000 0 36
W(32, 7) 30 25 200 0 11
W(32, 7) 30 25 600 0 26
W(32, 7) 30 25 1000 0 37
W(32.3, 6.4) 30 30 200 0 12
W(32.3, 6.4) 30 30 600 0 28
W(32.3, 6.4) 30 30 1000 0 38
W(32.5, 5.9) 30 35 200 0 12
W(32.5, 5.9) 30 35 600 0 29
W(32.5, 5.9) 30 35 1000 0 38

Table 6: Time horizon T ? versus the energy surplus variance at fixed mean (30 GWh)
and constant carbon cost (0 $/tCO2).
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M.3. Investment ratio versus energy surplus mean.

Distrib. Mean (GWh) Var. (GWh) LCOS ($/MWh) Carbon price ($/tCO2) ⇠

W(32, 7) 30 25 600 0 0.43
W(32, 7) 30 25 600 100 0.32
W(32, 7) 30 25 600 200 0.25
W(37.2, 8.3) 35 25 600 0 0.52
W(37.2, 8.3) 35 25 600 100 0.38
W(37.2, 8.3) 35 25 600 200 0.3
W(42.2, 9.6) 40 25 600 0 0.55
W(42.2, 9.6) 40 25 600 100 0.43
W(42.2, 9.6) 40 25 600 200 0.33
W(47.2, 12.2) 45 25 600 0 0.6
W(47.2, 12.2) 45 25 600 100 0.48
W(47.2, 12.2) 45 25 600 200 0.38
W(52.3, 12.2) 50 25 600 0 0.62
W(52.3, 12.2) 50 25 600 100 0.5
W(52.3, 12.2) 50 25 600 200 0.4

Table 7: Investment ratio coefficient ⇠ versus the energy surplus mean at fixed variance
(25 GWh) and constant LCOS (600 $/MWh).

Distrib. Mean (GWh) Var. (GWh) LCOS ($/MWh) Carbon price ($/tCO2) ⇠

W(32, 7) 30 25 200 0 0.28
W(32, 7) 30 25 600 0 0.43
W(32, 7) 30 25 1000 0 0.56
W(37.2, 8.3) 35 25 200 0 0.34
W(37.2, 8.3) 35 25 600 0 0.52
W(37.2, 8.3) 35 25 1000 0 0.63
W(42.2, 9.6) 40 25 200 0 0.41
W(42.2, 9.6) 40 25 600 0 0.55
W(42.2, 9.6) 40 25 1000 0 0.66
W(47.2, 12.2) 45 25 200 0 0.44
W(47.2, 12.2) 45 25 600 0 0.6
W(47.2, 12.2) 45 25 1000 0 0.68
W(52.3, 12.2) 50 25 200 0 0.5
W(52.3, 12.2) 50 25 600 0 0.62
W(52.3, 12.2) 50 25 1000 0 0.73

Table 8: Investment ratio coefficient ⇠ versus the energy surplus mean at fixed variance
(25 GWh) and constant carbon cost (0 $/tCO2).
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M.4. Investment ratio versus energy surplus vari-

ance.

Distrib. Mean (GWh) Var. (GWh) LCOS ($/MWh) Carbon price ($/tCO2) ⇠

W(31.7, 9.3) 30 15 600 0 0.43
W(31.7, 9.3) 30 15 600 100 0.31
W(31.7, 9.3) 30 15 600 200 0.23
W(31.9, 7.9) 30 20 600 0 0.42
W(31.9, 7.9) 30 20 600 100 0.31
W(31.9, 7.9) 30 20 600 200 0.24
W(32, 7) 30 25 600 0 0.43
W(32, 7)) 30 25 600 100 0.32
W(32, 7)) 30 25 600 200 0.25
W(32.3, 6.4) 30 30 600 0 0.43
W(32.3, 6.4) 30 30 600 100 0.32
W(32.3, 6.4) 30 30 600 200 0.24
W(32.5, 5.9) 30 35 600 0 0.43
W(32.5, 5.9) 30 35 600 100 0.33
W(32.5, 5.9) 30 35 600 200 0.25

Table 9: Investment ratio coefficient ⇠ versus the energy surplus variance at fixed mean
(30 GWh) and constant LCOS (600 $/MWh).

Distrib. Mean (GWh) Var. (GWh) LCOS ($/MWh) Carbon price ($/tCO2) ⇠

W(31.7, 9.3) 30 15 200 0 0.26
W(31.7, 9.3) 30 15 600 0 0.43
W(31.7, 9.3) 30 15 1000 0 0.53
W(31.9, 7.9) 30 20 200 0 0.26
W(31.9, 7.9) 30 20 600 0 0.42
W(31.9, 7.9) 30 20 1000 0 0.54
W(32, 7) 30 25 200 0 0.28
W(32, 7) 30 25 600 0 0.43
W(32, 7) 30 25 1000 0 0.56
W(32.3, 6.4) 30 30 200 0 0.28
W(32.3, 6.4) 30 30 600 0 0.43
W(32.3, 6.4) 30 30 1000 0 0.54
W(32.5, 5.9) 30 35 200 0 0.28
W(32.5, 5.9) 30 35 600 0 0.43
W(32.5, 5.9) 30 35 1000 0 0.55

Table 10: Investment ratio coefficient ⇠ versus the energy surplus variance at fixed
mean (30 GWh) and constant carbon cost (0 $/tCO2).
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Chapter 2

Land use and the energy shift

Abstract

Along with intermittency and production costs, land use is one of the major
limitation to the development of renewable energy. In this research, we develop
a macrodynamic growth model of the energy shift integrating land constraints.
Land is considered as a ressource for agricultural production along with energy.
Developing renewable energy uses space and thus interferes with the agricultural
sector. Moreover, pollution abatement policies are also analyzed in our model as
they compete with renewable energy for land in order to reduce pollution from
the use of fossil fuels. Under specific assumptions on the price of fossil fuels we
prove the existence of land use saddle path stable steady states and study the
competition in land use between agriculture, pollution abatement and renewable
energy production. Finally, we apply our model to study the development of a
palm oil biodiesel sector in Brazil, along with the issues it rises regarding the
Amazon forest preservation.

Keywords: Land use, Renewable energy, Pollution abatement, Climate change
mitigation, Macrodynamic growth model, Optimal control.

Journal of Economic Literature: C61, Q5, Q24, R14, O44, O13.

This chapter builds on the eponymous research paper co-written with Carmen Camacho. All
errors remain mine.
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1. INTRODUCTION Chapter 2.

1 Introduction

The on-going investments in renewable energy production raise new questions on land

use as one major limitation of renewable energy development is land availability. In-

deed, the land needed to produce one unit of renewable energy is much greater than

the land required to produce fossil fuels energy (Smill, 2016). Land constraint and the

spatial implications of renewable energy development has been widely studied in the

economic, geographic and energy literature since the early days of renewable energy

development. In 1991, the nuclear industry already reminded how compact is nuclear

energy compared to renewable energy sources (Nuclear Forum, 1991). According to

industry representatives, a nuclear plant uses 630 m2 to produce of 1 MW of electricity

compared to 100 000 m2 for solar energy, 265 000 m2 for hydroelectric, and 1 700 000

m2 for wind energy. In Wintson (1979) the author estimates that, in order to meet the

entire US electricity demand with the photovoltaic technology available in the early

1980’s, the surface of the State of Oregon would be required.

Yet, estimating land use pressures caused by renewable energy depends drastically

on who, when and how is done the estimation (Walker, 1995). For instance, estimations

from Wintson (1979) must be put into perspective as solar panel would naturally be

placed onto the roofs of existing buildings, which would lower considerably the need of

raw land for solar energy production (Pasqualetti, 1990)1. Similarly, regarding wind

energy, the consideration of off-shore wind energy production would also lowers the

amount of raw land required to produce energy from such source (Danielsen, 1994)2.

In Hall and House (1995), authors point out that land availability is perceived as

the biggest contraint for large-scale biomass energy production. Yet, they claim that

important amounts of land are not considered for biomass production such as large

areas of surplus agricultural land in Europe or in North America3, which use would

also lower land use pressures due to renewable energy production.

The question of the amount of usable available land is therefore at the centre of the

land use debate regarding renewable energy development and in particular near high

landscape valuable sites such as national parks or protected areas (Mc Kenzie, 1995).

1More recent studies estimate PV roof hosting potential according to building sizes as in De Boer
et al. (2011), NREL (2015) or Gagnon et al. (2016) among others.

2For country specific studies on off-shore wind energy see Emeksiz et al. (2019), Marafia et al.
(2003), Park et al. (2019), Nassar et al. (2019), Sawulski et al. (2019) or Kim et al. (2019).

3For a more recent literature review on the use of surplus agricultural land for biomass energy
production see Rahman et al. (2014).
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Estimates for land use stress caused by the the development of renewable energy in

these seminal studies depend highly on the amount of available land considered by the

authors, as well as on the hypothesis being done on the technological level of renewable

energy production at the time of their early development. Indeed in Behrens and Zalk

(2018) the authors analyse publications from 1974 to 2016 in order to estimate the

dynamics of land required for RNE production. They find that the reduction in land

requirements is particularly important for solar energy, and less for wind energy, while

geo-thermal, biomass or hydro show negligible or non-significant trend. With the on-

going massive development of renewable energy to fight against climate change, and

with the growing demand for energy, the land use question is still at the center of the

energy shift debate (Bridge et al., 2013; Fouquet, 2016; Andrews et al., 2011), and

has been more recently analyzed in a country-specific and empirical literature4 at the

political, socio-cultural, environmental and economical level.

Indeed, the development of RNE becomes inherently political when the acquisition

of land for massive energy projects leads to the deterioration of the livelihood of sur-

rounding vulnerable community (Yenneti et al., 2015)5. At the socio-cultural level, the

question of aesthetics and landscape are strong social barriers at the center of public

debates and controversies regarding the development of renewable energy (Nadai et al.,

2010; Pasqualetti, 2011; Tuan, 1974). The environmental implications of RNE devel-

opment are particularly important regarding the conservation of biodiversity and the

maintenance of ecosystems. Indeed, as RNE infrastructure needs significant amount of

land, their development leads to the modification and fragmentation of natural habitats

resulting in a loss of biodiversity (Gasparatos et al., 2017)6. Finally, land acquisition for

renewable energy production causes particularly economic tensions with land-intensive

industries such as the agricultural sector. The trade-off in land use between agricul-

tural and renewable energy production has been studied theoretically in Chakravorty

et al. (2008)7. The authors develop a model in which the exhaustible fossil fuels sees

its price increases as it becomes scarcer, making renewable energy more competitive

which results in a shift in land use from food production to energy production. This

analytical framework has been recently extended in Bahel et al. (2013) and Amigues

4See Hernandez (2015), McEwan (2017), Sliz-Szkliniarz (2013) or Calvert (2015) among others.
5Here, the authors examine the impact of the Charanka solar park in India on population from the

surrounding Charanka village by interviewing the villagers.
6The authors review the impact of renewable energy pathways on ecosystems and biodiversity and

the specific environmental stress caused by solar, wind, hydro, ocean, geothermal and bioenergy.
7For country-specific analysis see Poggi (2018), Liu (2018) or Appel (2016).
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and Moreaux (2019) to study respectively the competition between farmers and oil

cartel to produce energy and the optimal dynamics of energy transformation rate.

In order to asses land use pressure due to the development of RNE, the common

metric used in the literature is the power density of energy production, that is, the

amount of energy produced per horizontal square meters. With the development of

renewable energy, a wide literature on power density estimates has emerged8. Indeed, a

better understanding regarding power densities may help policy makers to guide their

decisions concerning land use trade-offs resulting in political, social, environmental or

economical stresses. In the systematic study from Behrens and Zalk (2018), the authors

review the power densities of nine types of energy. Among these energy sources, five are

renewable energy sources (hydropower, wind power, geothermal, solar, biomass) and

four are non renewable energy (natural gas, nuclear, coal and oil). Each types of energy

are divided in sub-types (for instance, for solar power the authors consider photovoltaic

energy and solar thermal energy) and provide median, mean and uncertainty estimates

for 177 power densities from 54 publications for each energy sub-types. They find

that renewable energy power densities are three orders of magnitude smaller than non-

renewable energy power densities, revealing the spatial impact of renewable energy

system. Yet, despite of being land use intensive and responsible for tensions at many

levels, the development of renewable energy production is one of the key climate change

mitigation policy. In Fritsche et al. (2017) the author study the relationship between

the power density of an energy source and its green house gaz (GHG) emissivity.

Results show that the most GHG emissive technologies are the one with the highest

density (coal, gaz) and the least GHG emissive are the one with the lowest density

(biomass, wind, solar). This positive relationship between power density and GHG

emission exhibits the trade-off between negative externalities due to the use of fossil

fuels and the growing spatial and geographical pressures that goes with the on-going

development of land use intensive renewable energy sources.

From a theoretical perspective, few research have been developed to study the im-

plications in land use management practices that goes along the massive development

of renewable energy production, and in particular the trade-off between pollution emis-

sion and land use. In Chakravorty et al. (2008), Bahel et al. (2013) and Amigues and

Moreaux (2019), the author do explore this question theoretically, yet, they do not pose

8See Layton (2008), Fthenakis et al. (2010), Gagnon et al. (2002), Smil (2010) or Dijkman et al.
(2010) among others.
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the problem using the metric of power density, making their theoretical results difficult

to articulate with empirical research on that matter. We tend to fill this gap in the

theoretical literature by developing a macrodynamic model of the energy shift which

takes into account land use competition between renewable energy and agricultural

production while characterizing energy sources by their power densities.

In this chapter, the economy is modelled as an energy-land agricultural economy,

which only requires available land and energy (supplied by both renewable energy and

fossil fuels) to produce. We neglect the amount of land needed to produce energy from

fossil fuels ressources compared to the land used for renewable energy production and

pollution abatement. Moreover, we consider that pollution emitted from the use of

fossil fuels can be reduced through abatement policies which also take considerable

space and therefore compete with renewable energy for land. Therefore, producing

energy from fossil fuels has a cost, pollutes and takes negligible land, whereas renew-

able energy production is free, does not pollute but is land-intensive. Not like other

theoretical approaches, we provide here with the expression of the optimal land use dis-

tribution between agricultural production, renewable energy, and pollution abatement,

with respect to energy and pollution parameters such as the availability of primary

renewable energy, the power density or of fossil fuels emissivity. This allows us to

examine the trade-offs in land use, and provide with relevant information for policy

makers regarding optimal land allocation according to the pollution sensitivity of the

agricultural sector.

When renewable energy production is the only land intensive mitigation policy, the

more dense is energy production, the more land shall be allocated towards renewable

energy production rather than towards agriculture. This result can be seen as a case of

comparative advantage. Indeed, as energy production and agriculture compete for land

to produce output, social planner allocates more land to the more productive sector.

Hence, the denser is the renewable energy production, the more land must be allocated

to its activity. Moreover, the more sensitive is the agricultural sector to pollution, the

more land shall be allocated to renewable energy production as well, in order this time

to assure the continuity of output production while limiting environmental damages.

Yet, when both mitigation policies available, that is renewable energy production

and afforestation for abatement, social planner’s strategy for land use reallocation de-

pends on the level of the agricultural production sensitivity to pollution. For low

sensitivity, as agriculture becomes more sensitive to pollution, agricultural land must

106



1. INTRODUCTION Chapter 2.

be reallocated towards both renewable energy (for mitigation purposes and compensa-

tion of production losses) and abatement (only for mitigation). In contrast, for high

sensitivities, along with agricultural land, it is also best to sacrifice renewable energy

production land and reallocate exclusively land to abatement in order to save output

from important pollution damages.

Finally, we apply our model to the stakes of preserving the Amazon forest in Brazil.

More particularly, we focus on the emerging market of palm oil production for biodiesel

in Brazil in Amazonia and on the resulting opportunity cost for Brazil of preserving

the Amazon forest. Within a wide range of pollution sensitivities, the price of car-

bon for preserving the Amazon forest’s surface area at its current size lies in-between

300 $/tCO2 and 760 $/tCO2 which is 2 to 5 times greater than actual carbon prices.

Hence, in order to restrain the on-going Amazon deforestation and maintain the forest’s

current surface area for preserving its global GHG abatement services, the international

community must accept to pay higher compensation through financial transfers to

Brazil due to ever-growing land use pressures on the Amazon forest, in our case, due

to the development of a palm oil biodiesel sector in Brazil.

This chapter is organized as follows. Section 2 introduces a benchmark model with

renewable energy production, no abatement and no pollution externalities, in which

the only incentive to invest in renewable energy is therefore fossil fuels price. We

derive the steady state of the economy and show its saddle path stability. Through a

comparative statics analysis we study the sensitivity analysis of the land use equilibrium

regarding fossil fuels prices and renewable energy density. Section 3 integrates pollution

externalities to the previous model by considering pollution emission from the use of

fossil fuels. We prove saddle path stability of the steady state and give the tax on fossil

fuels that internalizes pollution. Similarly, we perform a comparative statics but this

time to study the land use equilibrium sensitivity with respect to the pollution-related

parameters. In Section 4, land can also be allocated to abatement activities. Two

mitigations policies are therefore available, being renewable energy and abatement,

and compete for land in order to reduce pollution. In such framework, we study the

trade-offs in land use between the two mitigation measures and apply in the last section

the model to study the tensions between the development of a palm oil biodiesel sector

in Brazil and the preservation of the Amazon forest. Section 6 concludes.
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2 The benchmark model

2.1 Social planner’s problem

We suppose that the economy disposes of one unit of land which is occupied by two

activities: renewable energy production on the one hand, and agricultural production

on the other hand. Thus we consider that the land needed to produce one unit of energy

from fossil fuels (such as coal, gaz or oil) is negligible compared to the land needed

to harvest renewable energy (such as wind, biomass or solar power plants). Therefore

in this research we only focus on the amount of land required to produce renewable

energy. We suppose that the economy disposes of a unique source of renewable energy,

the production of which only requires primary renewable energy and a physical stock of

renewable energy plants that can be accumulated in time through investments. In such

framework, a stock ! of installed renewable energy plants produces a quantity Γ(⌫,!)

of energy where ⌫ captures the efficiency of renewable energy production. Efficiency ⌫

characterizes how much energy a given stock ! of renewable energy plants produces and

therefore depends on the technical level of the economy as well as on the availability

of primary renewable energy.

We denote l(!) the land occupied by a stock ! of renewable energy plants. Note

that in this framework, the development of renewable energy is bounded from above

as available land is bounded by 1. Therefore, the stock ! of renewable energy plants

that can be installed is such that l(!)  1 and thus, the maximal stock of renewable

plants !̂ is given by !̂ = l�1(1). Hence, in the following ! 2 [0, !̂] and l is defined on

this interval with l(0) = 0 and l(!̂) = 1. Similarly to Greiner et al. (2014), we suppose

that local production of energy can be written as the superposition of fossil fuels b and

renewable energy production and therefore is given by b+ Γ(⌫,!).

Moreover, we consider a unique good, the production of which requires only land

and energy such that F (1� l(!), b+Γ(⌫,!)) with 1� l(!) the remaining land not used

by renewable energy production and therefore available for agriculture, and b+Γ(⌫,!)

the global energy supply produced by both renewable energy and fossil fuels. Finally,

the use of fossil fuels has a cost ⇡ and production can either be consumed or invested

in renewable energy which can be accumulated as:

!̇ = F (1� l(!), b+ Γ(⌫,!))� c� ⇡b,

with c the consumption level of the economy.
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Before writing social planner’s problem we make the following final assumptions

regarding the production function of the economy, the utility function, as well as the

land required to produce energy and the renewable energy production function.

Assumption 1. (i) The production function F is a Cobb-Douglas production function

in land and energy: F (1�l(!), b+Γ(⌫,!)) = A(1�l(!))↵(b+Γ(⌫,!))� with 0 < ↵+� <

1 and A > 0 a productivity factor.

(ii) Utility function is supposed to have constant relative risk aversion: u(c) = c1−�

1��
.

(iii) The land used by renewable energy production is linear in the stock of renewable

energy plants: l(!) = ⌘! with ⌘ > 0.

(iv) Renewable energy production is linear in efficiency ⌫ and in the stock of installed

renewable energy plants: Γ(⌫,!) = ⌫!.

Assumption (1.i.) assures the concavity of the production function with respect to

the two production factors being here land and energy. We therefore assume decreasing

return to scales with respect to energy as in Greiner et al. (2014) and land as in

Camacho and Pérez-Barahona (2015). Assumption (1.ii.) assures the concavity of

utility with respect to consumption where � is the risk aversion coefficient. Finally, the

two last assumptions are more specific to our model. Assumption (1.iii.) supposes that

the stock of renewable energy plants cannot be superposed and can only be juxtaposed

side by side, resulting in the linear relation between the amount of land occupied by

renewable energy production and the number of RNE power plants. Finally, the last

assumption supposes a linear production function for renewable energy production,

neglecting therefore potential screening effects between the installed renewable energy

power plants, which could potentially lead to decreasing returns to scale.

In this section we present a benchmark model in which pollution emissions from

using fossil fuels is neglected. Hence, it is as if central planner does not account

for pollution in the inter-temporal optimization problem. This will allow us to asses

secondly the impact of pollution on social planner’s optimal land allocation policies,

when emissions are internalized in the model. Thus, in the benchmark model, social

planner’s problem therefore writes as:

max
{c,b}

Z
1

0

c1��

1� �
e�⇢tdt,

s.t.

8

>><

>>:

!̇ = A(1� ⌘!)↵(b+ ⌫!)� � c� ⇡b,

c � 0 ; b � 0 and 0  !  !̂,

(⌘, ⌫, ⇡) 2 R
3
+ and � 2 R+\{1}.
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In the following sections, this problem will be referred to as the market problem as

the only incentives to invest in renewable energy is the price ⇡ of fossil fuels as for now,

we do not consider any pollution emission in the use of fossil fuels. We solve the market

problem in the following and give the optimal land use distribution between the land

allocated to renewable energy l(!) and the land allocated to agricultural production

1� l(!) at equilibrium.

2.2 Steady state analysis

2.2.1 Optimal land use policy for the market problem

Beforehand we must assume the following statement regarding fossil fuels price before

analyzing the longterm equilibrium in land use for the market problem.

Assumption 2. ⇡ > ⇢

⌫
where ⇢ is the discount rate, ⌫ the quantity of energy produced

by one unit of renewable energy and ⇡ the price of fossil fuels.

The quantity ⇢

⌫
acts as a price threshold on fossil fuels above which social planner

triggers investments and land allocation to renewable energy production. The effects

of the discount rate ⇢ and renewable energy efficiency ⌫ on the price threshold are

discussed in the following. But before, we shall provide with the optimal land allocation

towards renewable energy production in the market problem, that is, when the cost of

fossil fuels ⇡ is the only incentives for renewable energy development.

Proposition 1. Under Assumption 1 and Assumption 2, there exists a unique saddle-

path stable interior steady state for the renewable energy land use policy lm given by:

lm = 1�

0

@
A↵⌘

�
A�

⇡

� �
1−�

⌫⇡ � ⇢

1

A

1−�
1−↵−�

.

The optimal land use policy for renewable energy production lm increases w.r.t. re-

newable energy production efficiency ⌫ and fossil fuels price ⇡. Yet it decreases w.r.t.

renewable land needs ⌘ and the discount rate ⇢.

The equilibrium derived in Proposition 1 will be referred in the following to the

market equilibrium as the only incentive to invest and allocate land to renewable en-

ergy is fossil fuels price ⇡. The first information given by Proposition 1 is that the
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existence of an interior steady state for the amount of land allocated to renewable

energy production in the market problem depends on this specific price of fossil fuels

⇡. Indeed, if Assumption 2 does not hold i.e. ⇡ < ⇢

⌫
then no land shall be allocated

to renewable energy production and energy is only produced by fossil fuels. Therefore,

the price ⇡m = ⇢

⌫
can be seen as a threshold price for the use of fossil fuels above

which, if ⇡ > ⇡m, investments in renewable energy are triggered and land is allocated

to renewable energy production.

Moreover, this threshold price increases with respect to the discount rate meaning

that as social planner becomes less altruistic towards future generation, the threshold

price triggering renewable energy investments increases. Indeed a very low altruistic

planner towards future generation, will heavily weight consumption sacrifices of present

generation in order to investment in renewable energy and thus only important fossil

fuels prices will trigger such investments. Yet, as renewable energy production becomes

more efficient i.e. ⌫ increases, then the threshold price decreases as renewable energy

becomes a better alternative to fossil fuels for energy production.

Moreover, be m =

 

A↵⌘(A�
⇡ )

�
1−�

⌫⇡�⇢

! 1−�
1−↵−�

the land allocated to agriculture, then the

land allocated to renewable energy production at equilibrium writes as lm = 1 � m.

Therefore, discount rate ⇢ has a similar effect on land use equilibrium than it has

on the price threshold. As the discount rate increases, the land use equilibrium shifts

towards more land allocated to agriculture rather than to renewable energy production.

Indeed, as social planner becomes less altruistic towards future generation, more weight

is added on present consumption sacrifices for renewable energy investments, therefore

reducing, in the long run, land use in renewable energy production.

On the contrary, very efficient renewable energy production with high ⌫, tends to

push land allocation towards more renewable energy production. Note that this result

is not necessarily straightforward as the economy could have relied on very efficient

renewable energy to precisely reduce the land occupied by renewable energy. In our land

use model, it is the exact opposite: the more efficient is renewable energy, the more land

should be allocated to its production. This result can be seen as a case of comparative

advantage. As energy production and agriculture compete for land to produce output,

social planner allocates more land to the more productive sector. This reasoning holds

regarding the amount of land ⌘ needed to produce one unit of energy. Indeed, for high

land needs ⌘, the land allocated to renewable energy production decreases. High ⌘
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means that the production of renewable energy is less efficient with respect to land use

and thus, following the previous comparative advantage reasoning, less land shall be

allocated to renewable energy production and more towards agriculture.

Finally, renewable energy also competes with fossil fuels in order to produce energy.

As a substitute to fossil fuels, the more costly is the use of fossil fuels the more renewable

energy shall be used in the energy mix. Therefore, as the price for the use of fossil fuels

⇡ increases, the land use equilibrium shifts towards more land allocated to renewable

energy production.

2.2.2 On the energy mix

Having characterize the optimal land allocation towards renewable energy production

and agriculture, we now give the energy mix associated to the land use distribution for

the market equilibrium.

Proposition 2. Under the previous assumptions there exists a unique interior saddle-

path stable energy mix steady state (!m, bm) such that:

8

>>>><

>>>>:

!m = lm
⌘
= 1

⌘

2

41�

 

A↵⌘(A�
⇡ )

�
1−�

⌫⇡�⇢

! 1−�
1−↵−�

3

5 ,

bm =
h
A�(1�lm)↵

⇡

i 1

1−�

� ⌫
⌘
lm.

The use of renewables (resp. fossil fuels) at steady state increases (resp. decreases)

w.r.t. renewable production efficiency ⌫ and fossil fuels price ⇡ and decreases (resp.

increases) w.r.t. to land occupation ⌘.

From the previous static analysis for the model’s parameters with respect to land

lm allocated to renewable energy production of Proposition 1, the comparative statics

study regarding the stock !m of renewable energy at equilibrium is very straightforward.

As !m is directly given by !m = lm
⌘
, the comparative statics interpretation for the

stock of renewable energy at steady state will exactly be the same as the one for land

allocation lm, for all parameters other than land needs ⌘. Indeed, @!m

@X
= 1

⌘
@lm
@X

for a

variable X being either fossil fuels price ⇡, efficiency ⌫ or discount rate ⇢. Regarding

land need ⌘, as lm decreases with respect to land need ⌘ and lm = ⌘!m then !m must

necessarily decreases w.r.t. to land needs at a higher rate than land use.
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Regarding the use of fossil fuels bm in the energy mix, the more land is allocated to

renewable energy production or the more costly is the use of fossil fuels, then the less

the latter will provide energy in the steady state energy mix. This clearly highlights

that renewable energy here acts as an alternative source of energy for costly fossil fuels.

Moreover, the term ⌫
⌘
in the expression for the use of fossil fuels bm from Proposi-

tion 2 is defined as the energy density in the literature of renewable energy land use

(Behrens and Zalk, 2018).9 In the expression for the use of fossil fuels, we see that for

a given land allocation to renewable energy, the denser are renewable energy sources,

the less is the use of fossil fuels in the energy mix. Therefore, fossil fuels tends to be

substituted by renewable energy not only if the latter have the capacity to produce

lots of energy for a given stock !m but also if they are able to produce this energy

through limited land use. The substitutability of fossil fuels by renewable energy in-

tegrates both dimension of energy production and land needs through the metric of

energy density in our model.

Finally, the overall energy production at steady state bm + ⌫!m =
h
A�(1�lm)↵

⇡

i 1

1−�

depends directly on the other factor of production 1 � lm, that is the land allocated

to agriculture. As allocating land to renewable energy mechanically reduces the land

allocated to agriculture, it also reduces energy production. Therefore, allocating land

to renewable energy tends to reduce the overall production of the economy as the

two production factors decreases w.r.t. renewable energy land use. Yet, it does not

necessarily reduces consumption. Indeed, allocating more land to renewable energy

reduces the use of fossil fuels, therefore cutting expenses in energy production due to

the costs ⇡ in the use of fossil fuels. The effect of land use policy on consumption is

studied in the following section.

2.2.3 Steady state consumption and discounting

We study in this section the land allocation distribution which maximizes steady state

consumption for the market problem and discuss on the effect of the discount rate

regarding the maximization of long-run consumption.

Proposition 3. Steady state consumption cm increases w.r.t. the land allocated to

renewable energy production lm. Moreover, the land policy lg for renewable energy

9See introduction for references on energy density literature.
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production given by:

lg = 1�

0

@
A↵⌘

�
A�

⇡

� �
1−�

⌫⇡

1

A

1−�
1−↵−�

,

maximizes steady state consumption.

In the previous section we showed how allocating land to renewable energy produc-

tion reduces the overall production of the economy. Yet, according to Proposition 3 it

goes the other way regarding steady state consumption. Indeed, if land use from re-

newable energy is important in the long run steady state, this means that consumption

sacrifices were done by past generations in order to invest and develop renewable energy

production. Moreover, as the only cost of renewable energy are investments cost done

by previous generations then, once installed, renewable energy are cost-free sources of

energy. Thus, the accumulation of renewable energy sources payed by present gen-

eration, leads to free energy production for the long run generations at steady state.

Therefore, allocating land to renewable energy production increases long run consump-

tion at steady state as costly fossil fuels were partly substituted by cost free renewable

energy sources due to past investments.

Yet, the land use policy at steady state does not maximize steady state consump-

tion. Indeed, comparing the land use policy which maximizes steady state consumption

to the land use policy from Proposition 1 leads to:

lg � lm =

0

@
A↵⌘

�
A�

⇡

� �
1−�

⌫⇡

1

A

1−�
1−↵−�

2

6
6
4

✓
⌫⇡

⌫⇡ � ⇢

◆ 1−�
1−↵−�

| {z }

>1

�1

3

7
7
5
> 0.

As the discount rate is strictly positive, then
⇣

⌫⇡
⌫⇡�⇢

⌘

> 1. Moreover as 1��

1�↵��
> 1

then
⇣

⌫⇡
⌫⇡�⇢

⌘ 1−�
1−↵−�

> 1. Thus, the land use policy maximizing consumption at steady

state is higher than land use at steady state derived in Proposition 1. Moreover,

from Proposition 1, we know that as ⇢ decreases, the land allocated to renewable

energy production at steady state increases and Proposition 2 shows that as ⇢ ! 0+

lm converges to the land use policy maximizing steady state consumption lg. This

highlights that discount rate ⇢ is the reason why land use policy at steady state does

not maximize consumption at steady state. Indeed, in our problem, social planner puts

less weight on future generation and as the accumulation of renewable energy requires
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the loss in energy production from fossil fuels, therefore the overall energy production

b+ ⌫! decreases. Moreover, as renewable energy is being developed, this new activity

interferes with agriculture and the land allocated to agricultural production 1�⌘! also

diminishes. Thereby, the two productivity factors, being land allocated to agriculture

and energy, decrease, resulting in a diminution of production. However, consumption

increases before converging to its steady state value. Indeed, developing renewable

through investments implies a sacrifice on consumption and reduces production, but

reducing the use fossil fuels avoid the economy to spend for energy production costs.

The overall dynamic resulting in an increase in the consumption level. On the long

run the different variables of the problem converges to the interior steady state given

in Proposition 1.

We run similar simulation but for an initial stock of renewable energy above the

equilibrium level !m. This could reflect situations for instance in which renewable en-

ergy has improved and would therefore lead to a new equilibrium in land use. Here

!(0) = !̂
2
> !m where !̂ is the maximum amount of renewable energy that can be

installed due to the land availability constraint l(!̂) = 1. Results are gathered in Ap-

pendix in Figure 8. In our model we supposed reversible investments in the stock of

renewable energy, meaning that !̇ can be negative. Moreover, the uninstallation of

renewable energy is cost free and can be directly consumed. This could for instance be

the case in which biomass is fed to livestock instead of being used to produce renew-

able energy. Therefore, if the initial level of renewable energy is above equilibrium, the

economy reduces the stock of renewable energy in order to save space for agriculture

production, leading to an increase in agricultural land use. Moreover, to compensate

the loss of renewable energy, the economy increases its use of fossil fuels which lead

to an overall increase in energy production. Therefore, as the two productivity fac-

tor increase, production levels also increase. Yet, consumption decreases as energy

production has a greater cost due to an increase in the use of fossil fuels.

3 Integrating environmental externalities

In the previous section we develop a model in which social planner does not account for

pollution externalities due to the use of fossil fuels. As a result, the only incentive to

invest in renewable energy in the preivous market problem is the price ⇡ of fossil fuels.

Yet, fossil fuels’ market price does not necessarily integrates the economic negative

externalities due to the use of such pollutant sources of energy. We here develop a
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model in which social planner accounts for pollution emission. We analyse how the

land use equilibrium differs when pollution has an impact on the economy, and derive

the tax that integrates pollution externalities in the market problem of Section 1.

3.1 Social planner’s problem

We extend the framework of the market problem from Section 1, in which energy is

produced by both renewable energy ⌫! and fossil fuels b, by considering that pollution

is now emitted from the use fossil fuels. In order to simplify the analysis, we do

not consider that agricultural production is responsible for any pollution emissions.11

Therefore the only source of pollution in our model is the use of fossil fuels b. In

such framework, we write the accumulation of pollution stock P in the most common

description used in the literature12 that is:

Ṗ = �b� �P,

where the emissivity coefficient � > 0 captures how much the use of one unit of fossil

fuels emits pollution, and the coefficient � > 0 the natural absorption of pollution into

the atmosphere.

It is common to normalize the emissivity coefficient as in Farzin et al. (1996) or

Chakravorty et al. (2008). Yet, in the following, we assess the impact of emissions from

the use of fossil fuels on the land use distribution reached at equilibrium and therefore

do not choose to normalize this coefficient. The emissivity coefficient � depends on

the nature and technology of the fossil fuels ressource used by the economy. For in-

stance, emissions from coal-power plants in the US are, on average, around 1000g/kWh,

whereas for gas, it drops to 500g/kWh.13 Regarding, the natural absorption coefficient

�, we suppose here a linear natural decay of pollution as in the above cited literature.

Such description is subject to discussion as mentioned in Farzin et al. (1996), in which

the authors specify more accurately the natural decay of pollution according to climate

models (Maier-Raimer et al., 1987). Yet we choose here the linear description, as a

first approximation, in order to keep the model analytically tractable.

Similarly, in order to obtain a closed form formula for the land use equilibrium in

11We therefore neglect all pollution emissions from transports, manufacturing process, or livestock
emissions from the agricultural sector.

12see Kverndokk (1994), Sinclair (1994), Ulph et al. (1994) or Farzin et al. (1996) among others.
13See Dones et al. (2003) for a more complete review on the emissivity of different energy sources.
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this new framework, we suppose linear damages of pollution on production.14 Thereby,

we suppose that the stock of accumulated pollution impacts negatively agricultural

production such that production net from pollution damages writes as:

F (1� l(!), b+ Γ(⌫,!))� ✓P,

where ✓ > 0 captures the agricultural production sensitivity to pollution. Hence, in our

description of production damages, it is the stock of pollution that impacts production

and not the flow.15

Therefore, under such description of pollution accumulation and agricultural pro-

duction damages, and under the specifications on the model’s parameters given in

Assumptions 1, social planner’s problem now writes as:

max
{c,b}

Z
1

0

c1��

1� �
e�⇢tdt,

s.t.

8

>>>><

>>>>:

!̇ = A(1� ⌘!)↵(b+ ⌫!)� � ✓P � c� ⇡b,

Ṗ = �b� �P,

c � 0 ; b � 0 ;P � 0 and 0  !  !̂,

(⌘, ⌫, ⇡, ✓, �, �) 2 R
6
+.

In the following, this problem will be referred to as the environmental problem. We

solve the environmental problem in the following section and discuss on its solutions’

steady states. More specifically, we look at the impact of pollution through the param-

eters �, � and ✓ on the land use distribution reached at the equilibrium. We also prove,

as for the market problem of Section 1, that the equilibrium for the environmental

problem is saddle-path stable.

3.2 Steady state analysis

3.2.1 Optimal land use policy for the environmental problem

Beforehand we shall make the following assumption regarding fossil fuels price before

analyzing the longterm equilibrium in land use for the environmental problem.

14Non-linear damage function have been tested on this model but such specifications lead to non-
tractable equilibriums.

15The general specification being that pollution damages on production come from both the stock
and the flow of pollution as in Farzin et al. (1996) or Chakravorty et al. (2008) among others.
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Assumption 3. ⇡ > ⇢

⌫
� �✓

⇢+�
where � is the emissivity of fossil fuels, ✓ agricultural

production sensitivity to pollution and � pollution natural absorption coefficient.

We provide next with the optimal land allocation towards renewable energy pro-

duction in the environmental problem, that is, when the stock of pollution P impacts

agricultural production and therefore is, along with the cost of fossil fuels ⇡, the other

incentive for investing in the development of renewable energy.

Proposition 5. Under assumptions 1 and 3 there exists a unique saddle-path stable

interior steady state for land use le given by:

le = 1�

0

B
B
B
B
@

A↵⌘

✓

A�

⇡+ �✓
⇢+�

◆ �
1−�

⌫
⇣

⇡ + �✓

⇢+�

⌘

� ⇢

1

C
C
C
C
A

1−�
1−↵−�

.

The optimal land use policy le at the environmental equilibrium increases with respect

to production sensitivity to pollution ✓ and fossil fuels emissivity �, and decreases with

respect to atmospheric absorption �.

We denote the equilibrium derived in Proposition 5 as the environmental equilibrium

as pollution is now, along with fossil fuels price, an incentive to development and

allocate land to renewable energy. As in the market problem, there is a price threshold

for the use of fossil fuels above which investments and land allocation to renewable

energy production are triggered. The price threshold for the environmental problem

writes as:

⇡e =
⇢

⌫
�

�✓

⇢+ �
= ⇡m �

�✓

⇢+ �
,

where ⇡m is the price threshold triggering renewable energy investments in the market

problem. Note that as �✓

⇢+�
> 0 then ⇡e < ⇡m. Therefore, the term �✓

⇢+�
, which captures

the impacts of pollution on agricultural production due to the use of fossil fuels, lowers

the price threshold in the environmental problem. More generally, as emissivity and

sensitivity increases, or as the natural absorption coefficient decreases, the price thresh-

old diminishes. This highlights that pollution, by lowering the price threshold, acts as

a new incentive to invest in the energy shift. The effect of the discount rate on the

price threshold is left unchanged compared to the market problem, as a less altruistic

planner towards future generations delays investments in energy shift by increasing ⇡e
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Figure 4 compares the land use equilibrium from the environmental problem with

the market equilibrium for different pollution sensitivities ✓.16 As stated above, the

two land use equilibrium coincides when the economy of the environmental problem is

strictly insensitive to pollution, that is when ✓ = 0. Yet, for ✓ > 0 the land allocated to

renewable energy production in the environmental problem is greater than for the mar-

ket problem, and the two policies diverge as sensitivity increases. Finally for extreme

sensitivities the land allocated to renewable energy production converges towards its

upper limit being all the available land, without ever reaching this limit.

3.2.2 Steady state energy mix implications

Having characterize the optimal land allocation towards renewable energy production,

we now study the optimal energy mix associated to the land use distribution at the

environmental equilibrium.

Proposition 6. Under Assumptions 1 and Assumption 3 there exists a unique interior

saddle-path stable energy mix steady state (!e, be) for the environmental problem such

that: 8

>>>>>>>><

>>>>>>>>:

!e =
le
⌘
= 1

⌘

2

6
6
6
4
1�

0

B
B
@

A↵⌘

 

A�

⇡+
�✓
⇢+�

!

�
1−�

⌫(⇡+ �✓
⇢+� )�⇢

1

C
C
A

1−�
1−↵−�

3

7
7
7
5
,

be =



A�(1�le)
↵

⇡+ �✓
⇢+�

� 1

1−�

� ⌫
⌘
le.

The use of renewables (resp. fossil fuel) at steady state increases (resp. decreases)

with respect to production sensitivity to pollution ✓ and fossil fuels emissivity � and

decreases (resp. increases) with respect to atmospheric absorption �.

From the previous analysis of the effect of pollution on land use in the environmen-

tal equilibrium, studying the effect of pollution on the energy mix is straightforward.

From the previous section, we know that pollution shifts the land use equilibrium to-

wards more land allocated to renewable energy production. Therefore, as !e = le
⌘
,

then the use of renewable energy increases as pollution impacts negatively the econ-

omy. In contrast, pollution externalities tends to decrease the use of fossil fuels as,

in our model, the only source of pollution is the use of fossil fuels in the energy mix.

16The parameters are taken for illustrative purposes. A calibrated analysis is proposed in Section 4.3.
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As, pollution damages the economy, social planner decreases the use of fossil fuels in

order to spare the economy from environmental damages. Finally, the overall energy

production at steady state is given by be + ⌫!e =



A�(1�le)
↵

⇡+ �✓
⇢+�

� 1

1−�

. As pollution reduces

the land allocated to agriculture 1 � le, it also reduces energy production. Therefore,

pollution tends to reduce the overall production of the economy as the two factors of

productivity decreases as the impacts of pollution becomes more consequent through

either an increase in sensitivity for high ✓ or an increase in the accumulated pollution

for high � or low �.

3.2.3 Consumption and pollution

As in Section 1, we study here the land allocation distribution which maximizes steady

state consumption for the environmental problem and discuss on the effect of the dis-

count rate regarding the maximization of long-run consumption. Moreover, we also

study the existence of an optimal land allocation policy which minimizes the stock

pollution reached at the environmental equilibrium.

Proposition 7. Steady state consumption ce increases w.r.t. the land allocated to

renewable energy production le. Moreover, the land policy lge for renewable energy

production:

lge = 1�

0

B
B
B
B
@

A↵⌘

✓

A�

⇡+ ✓�
⇢+�

◆ �
1−�

⌫
�
⇡ + ✓�

�

�

1

C
C
C
C
A

1−�
1−↵−�

,

maximizes steady state consumption.

Comparing the stock of renewable energy that maximizes consumption to the stock

of renewable at steady state derived in Proposition 5 leads to:

lge � le =

0

@A↵⌘

 

A�
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⇢+�

! �
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| {z }

>0

> 0.

As social planner accounts more for present generations than for future generations,

that is ⇢ > 0, we get that the level of renewable energy that would maximize long-run

consumption is higher than the one reached at steady state. Thereby, the effect of
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the discount rate on the stock of renewable energy !e is similar to the one identified

and analyzed in the market problem from Section 1. We study next the existence

of an interior land use policy which minimizes long-run pollution as for steady state

consumption.

Proposition 8. Pollution Pe at the environmental equilibrium is given by:

Pe =
�be
�

=
�

�

0

@

"

A� (1� le)
↵

⇡ + �✓

⇢+�

# 1

1−�

�
⌫

⌘
le

1

A .

The stock of pollution at equilibrium decreases w.r.t. to renewable energy land use le.

Yet no interior renewable energy land policy minimizes steady state pollution.

In the case of steady state pollution there is no interior land allocation regarding

renewable energy production that minimizes pollution. Indeed, as the land allocated

to renewable energy increases then the use of fossil fuels decreases and thus pollution

decreases as well. Therefore, pollution is minimal when all the available land is allo-

cated to renewable energy. This is not a relevant land use policy as, in such case, there

is no production in the economy as all land is allocated to renewable energy and none

to agricultural production.

3.3 Fiscal integration of pollution in the market problem

In Section 2, we derive the land use equilibrium for the market problem, that is when

social planner does not accounts for production damages due to pollution and when

investments in renewable energy are only driven by market forces being the price of

fossil fuels ⇡. We showed in this section that, when social planner accounts for pollution

damages, the land use equilibrium is shifted towards an equilibrium allocating more

land to renewable energy production, and thereby less land to agriculture.

Proposition 9. When the price of fossil fuels ⇡ in the market problem is adjusted by

a tax ⌧ = �✓

⇢+�
to the price ⇡0 = ⇡ + �✓

⇢+�
then the land use equilibrium for the market

problem coincides with the one from the environmental equilibrium.

When taking into account pollution damages on the agricultural production in the

environmental problem, the economy converges towards a steady state in which land

allocated to renewable energy is greater than the one obtained in the market problem.
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This means that, if the market price ⇡ of fossil fuels does not take into account the

information of pollution damages on production, then the equilibrium in the market

problem will be suboptimal as the stock of renewable energy at steady state will not be

important enough to compensate for the production losses due to pollution damages.

In order to fix such market failure, Proposition 9 provides with the tax ⌧ = �✓

⇢+�

on fossil fuels such that, adjusting the fossil fuels market price ⇡ to ⇡ + ⌧ redresses

the market equilibrium to the environmental equilibrium. Pollution externalities are

internalized in the market problem through the tax ⌧ = �✓

⇢+�
. Finally, note that as

the natural absorption coefficient � decreases or pollution emissivity � or sensitivity ✓

increases then the taxe ⌧ increases. Indeed, as the impact of pollution on production

becomes more important, then the market failure from not accounting for pollution

damages in fossil fuels market price becomes more consequent, and the market equi-

librium becomes more and more suboptimal. Therefore, the tax on fossil fuels must

increase as the market equilibrium deviates from optimality.

4 Pollution abatement implications

In the previous sections, the only climate change mitigation measure is the develop-

ment of renewable energy production through investments. In the following, we extend

the previous framework of the environmental problem by considering a second mitiga-

tion policy that is pollution abatement. This additional mitigation policy competes

with renewable energy production for land in order to reduce pollution and minimize

production damages. Therefore, in this section, we study the land use distribution

between, production, renewable energy and abatement, and analyse the trade-offs in

land between the two mitigation measures.

4.1 Social planner’s problem

The Kyoto Protocol clearly highlights the benefits of abatement activity through carbon

sequestration in agricultural soil or forests. In order for countries to comply to their

national commitments, the agreement allows parties to deduce from their global carbon

footprint their emissions sequestered by these additional mitigation measures.17 Among

17See Article 3.3 and Article 3.4 of the Kyoto Protocol for the modalities on how to include abate-
ment activities into the accounting of national commitments.
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the eligible abatement activities18, we focus here on afforestation and reforestation,

that is, the conversion of non-forest land to forests. It is estimated that between 60

to 87 Gt of carbon could be absorbed by such activities during the period between

1995 and 2050 (Brown et al., 1996), being therefore a considerable carbon sink yet to

be exploited. However, the benefits from allocating land to forestry come with the

cost of abandoning the opportunities of the previous activity, for instance agriculture.

Moreover, if abatement is one mitigation measure among others, how should land be

allocated between the different land-intensive mitigation activities ?

In this section we explore these land use trade-offs by extending the framework from

the environmental problem with an abatement activity, which is, as renewable energy

production and agriculture, land demanding. In such framework, the accumulation of

pollution now writes as in Camacho and Pérez-Barahona (2015), that is:

Ṗ = �b� �P � f(⇠),

where f(⇠) is the amount of pollution that is absorbed by an abatement site, such as a

forest, occupying a quantity 0 < ⇠ < 1 of land. The land allocated to renewable energy

is still ⌘!, and thus, the remaining land that can be allocated to agriculture is here

1� ⇠ � ⌘!. Therefore, production net from pollution damages now writes as:

F (1� ⇠ � ⌘!, b+ ⌫!)� ✓P.

Therefore, under the specifications from Assumptions 1, and with the integration of

abatement into the environmental problem, social planner’s problem now writes as:

max
{c,b,⇠}

Z
1

0

c1��

1� �
e�⇢tdt,

s.t.

8

>>>><

>>>>:

!̇ = A(1� ⇠ � ⌘!)↵(b+ ⌫!)� � ✓P � c� ⇡b,

Ṗ = �b� �P � f(⇠),

c � 0 ; b � 0 ;P � 0 and 0  !  !̂,

(⌘, ⌫, ⇡, ✓, �, �) 2 R
6
+.

This extension of the environmental problem will be referred to as the abatement

problem. We solve the abatement problem in the following section and discuss on its

solutions’ steady states as well as on the trade-off in land allocation between the two

available mitigation policies being renewable energy and abatement.

18For the list of eligible activities see IPCC (2000).
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4.2 Steady state analysis

4.2.1 Optimal land use policy and trade-offs

Beforehand we make the final assumption on the abatement capacity with respect to

land use, as in Camacho and Pérez-Barahona (2015).

Assumption 4. Abatement has decreasing return to scale with respect to land such

that f(⇠) = µ⇠✏ with µ > 0 and ✏ < 1.

For instance, this could reflect the situation in which a forest absorbs the pollution

emitted by fossil fuels ressources while occupying considerable land. In order to absorb

the emitted CO2 from the use of fossil fuels, the wood ressource needs to be exploited

(without being burnt, as it would release all the absorbed pollution) by the wood sector.

Yet, as the quantity of wood rises the demand for wood can no longer absorb all the

exploited ressource and therefore the pace of exploitation diminishes. As a result, the

abatement capacity of the forest also marginally decreases as the forest grows and

occupies more land.

We provide next with the optimal land allocation for agriculture, abatement ac-

tivity, and renewable energy production reached at the equilibrium and study the

trade-offs in land use between the productive lands (agriculture and renewable energy)

and the climate mitigation lands (abatement and renewable energy).

Proposition 10. Under assumptions 1 and 3 and 4 there exists a unique saddle-path

stable interior steady state for land use and the optimal land allocation for agriculture

production is given by:

a =

2

4A
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⌫
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,

the optimal land allocation for abatement is given by:

⇠a =



µ✏ ·
⌘

⌫
·

✓

(⇢+ �)(⇡ � ⇡e)

� 1

1−✏

,

and the land allocated to renewable energy production is therefore:

la = 1� ⇠a � a,

where ⇡e is the price threshold introduced in Section 2 as ⇡e =
⇢

⌫
� �✓

⇢+�
.
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As in the previous market problem and environmental problem, renewable energy

and agricultural production both compete for land to produce output. The renewable

energy land use density ⌫
⌘
appears in the expression of agricultural land of Proposi-

tion 10 in the same way as for the previous problems. That is, we also have in the

abatement problem that, the more efficient is renewable energy technology, that is the

more important is its energy density ⌫
⌘
, the less land shall be allocated to agricultural

production.

Moreover, renewable energy density intervenes in a similar way in the expression of

the land allocated to abatement at steady state. Indeed, renewable energy also com-

petes for land with the abatement activity, but this time not for output production,

but in order to reduce pollution emissions from the use of fossil fuels. As a result,

we get that the more dense is the renewable energy production, the more land should

be allocated to its production in order to avoid pollution emission rather than to the

abatement activity. Yet, the efficiency µ of abatement also impacts the steady state

land distribution. Indeed, for very efficient abatement activities, that is for high µ, the

land allocated to abatement rises, reducing consequently the land allocated to renew-

able energy. Thereby the trade-off between abatement and renewable energy in order

to reduce pollution is here clearly identified analytically through the balance between

the term µ, characterizing abatement efficiency, and the intensity term ⌫
⌘
, characteriz-

ing renewable energy efficiency, in the expression of land allocated to abatement. As

a result, social planner allocates more land to the most efficient mitigation measure

between abatement and renewable energy production.

Finally, as in the previous environmental problem, the land allocated to agriculture

diminishes as production becomes more damageable by pollution emissions (that is

through an increase in production sensitivity ✓ or fossil fuels emissivity �, the two

playing symmetric roles in the expression of a). Yet, in the environmental problem, as

production sensitivity increases, the land taken from the agricultural production would

be entirely reallocated to the only mitigation policy available being renewable energy.

Here, in the abatement problem, the land taken from the agriculture can be reallocated

to either pollution abatement, renewable energy production or to both with different

marginal allocations as production sensitivity rises. In the following, we therefore study

the land reallocation trade-offs from agricultural production to mitigation measures as

production sensitivity to pollution increases.

First of all, when the economy is strictly not sensitive to pollution, that is for ✓ = 0,
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As a result, social planner prioritizes pollution reduction measures to save the econ-

omy rather than production for extreme pollution damages as depicted in Figure 5.

For instance, with the set of parameters from Table 219, when the economy is not

sensitive to pollution, that is for ✓ = 0, then 90% of available land is allocated to

agricultural production, and the remaining 10% to renewable energy as no land is al-

located to abatement. For sensitivity values in between 0 and 4.1, the land allocated

to agricultural production is reallocated to the two mitigation measures, that are re-

newable energy production and abatement. Yet for low sensitivities, the reallocation is

mostly done towards renewable energy production in order to both mitigate pollution

and compensate the loss of output due to the reduction in agricultural land by in-

creasing energy production. As sensitivity increases, pollution mitigation becomes the

priority for social planner compared to the other imperative that is the conservation

of production. Above the sensitivity threshold ✓̃ = 4.1, both land allocated to agri-

culture and renewable energy production diminishes and land is entirely reallocated

towards pollution abatement. Hence, social planner’s strategy for land use reallocation

depends on the level of production sensitivity to pollution. For low sensitivity, agricul-

tural land is reallocated towards both renewable energy (for mitigation purposes and

compensation of production losses) and abatement (only for mitigation). Yet, for high

sensitivities, along with agricultural land, it is also best to sacrifice renewable energy

production land and reallocate exclusively land to abatement in order to save output

from important pollution damages.

4.2.2 Land use abatement golden rule

In this last section we study the abatement land use policies which respectively mini-

mize steady state pollution and maximize steady state consumption and compare such

abatement policies to the endogenous policy ⇠a from Proposition 10.

Proposition 12. The abatement land use policy ⇠P minimizing steady state pollution

is given by:

⇠P =

✓
⌘µ✏

�⌫

◆ 1

1−✏

,

and the abatement land use policy ⇠c maximizing steady state consumption is given by:

⇠c =

 

✓⌘µ✏

�⌫
�
⇡ + �✓

�

�

! 1

1−✏

.

19The parameters are taken for illustrative purposes. A calibrated analysis is proposed in Section 4.3
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As we found two different policies ⇠P and ⇠c respectively minimizing steady state

pollution and maximizing steady state consumption, the first question is: how these

two abatement policies compete with each other ? In other words, to what extent

maximizing consumption can be articulated with minimizing pollution ? This question

can be assessed by examining the expression of the policies from Proposition 12 and

rewriting the optimal abatement policy in consumption as:

⇠c =

 

✓⌘µ✏

�⌫
�
⇡ + �✓

�

�

! 1

1−✏

=

✓
⌘µ✏

�⌫

◆ 1

1−✏

0

@
✓

�
⇣

⇡
�
+ ✓

�

⌘

1

A

1

1−✏

= ⇠P

 

1

1 + �⇡
�✓

! 1

1−✏

.

From the above equation we first see that, as

✓

1
1+ �⇡

�✓

◆ 1

1−✏

< 1, we get that ⇠c < ⇠P .

Thereby, it takes less abatement to maximize steady state consumption than to min-

imize steady state pollution, meaning that pollution minimization policies are more

demanding in abatement land than consumption policies. Moreover as �⇡
�✓

goes to

zero, the abatement policy maximizing steady state consumption converges to the one

minimizing pollution. Indeed, as � gets smaller or � increases, pollution is being accu-

mulated at a higher rate because more pollution is being emitted by the use of fossil

fuels, and less is being naturally absorbed into the atmosphere. This implies an increase

in pollution and thus an increase in production damages, reducing therefore consump-

tion. Hence, as � decreases or � increases, maximizing consumption and minimizing

pollution objectives become correlated, which conciliates the two abatement policies.

Similarly as the production sensitivity ✓ to pollution increases, the less important will

be consumption at steady state, which also conciliates the two abatement policies. Fi-

nally, as the price of fossil fuels ⇡ goes to zero, the negative impact on consumption of

using fossil fuels will only be due to pollution. As a result a reduction in the price of

fossil fuels as well conciliates the two abatement policies in consumption and pollution.

We now compare these abatement policies with the one from the social planner’s

problem ⇠a from Proposition 10. Writing the planner’s abatement policy with respect

to ⇠P leads to:

⇠a =



µ✏ ·
⌘

⌫
·

✓

(⇢+ �)(⇡ � ⇡e)

� 1

1−✏

= ⇠P

 

1

1 + ⇢+�

�✓

�
⇡ � ⇢

⌫

�

! 1

1−✏

.

Thereby, the relative position of ⇠a with respect to ⇠P depends on the price ⇡ of fossil

fuels relatively to the price threshold ⇡m = ⇢

⌫
of the market problem from Section 1
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5 Palm oil biodiesel in Brazil and the Amazonia

In this final section, we propose an application of the abatement problem to the stakes

of preserving the Amazon forest in Brazil. More particularly, we focus on the emerging

market of palm oil production for biodiesel in Brazil and on the resulting opportunity

cost for Brazil of preserving Amazonia.

5.1 The development of a sector and its limitation

Palm oil production was first introduced to the food, hygiene and chemical industries,

and is still widely used today as the demand in 2013 in such industries grew up to 55.3

million tons worldwide, accounting for 40% of all vegetable oil production (USDA,

2013). Yet, since the early 2000’s, a vast and new market of palm oil production for

biodiesel is and has been expanding (Villela et al., 2014; Brandão et al., 2019) such

that, in 2012, 5.6 millions tons of palm oil were produced as biodiesel. In Europe for

instance, the part of palm oil importation used as biodiesel has continuously increased.

In 2008, 90% of palm oil importation were used for the the food industry and the

10% remaining were used as biodiesel. In ten years, the trend changed radically as

in 2018, 35% of imported palm oil were used in the food industry, and 65% was used

for energy (among which 53% were used as biodiesel for motorized vehicles, and 12%

to generate heat and electricity (Oil world, 2019)). Hence, this increase in demand

for palm oil biodiesel certainly fosters its production worldwide, but also raises new

questions regarding its sustainability.

Today, the majority of palm oil is produced in Indonesia and Malaysia. The two

countries account for 80% of palm oil production due to the very favorable climate they

offer to palm oil culture (Villela et al., 2014). Indeed, the production of palm oil needs

high rain-fall throughout the year, as well as regular sunshine rate as offered in tropical

areas (César and Batalha, 2013). Such tropical climate can also be found in Brazil,

and even though the country holds one of the most important amount of land on which

palm oil could be cultivated (Pirker et al., 2016), it is yet a minor producer of palm

oil (Villela et al., 2015). Indeed, in 2015 the country accounted for 110 000 hectares of

land allocated to palm oil culture (IBGE/SIDRA, 2015) whereas 31.8 million hectares

of land have been identified to provide adequate soil and climate for palm oil culture

(Ministério da Agricultura, Pecuária e Abastecimento, 2010). Many researches agree on
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the very high potential in Brazil of palm oil culture, given the important productivity

index (between 3 and 6 thousand kg of oil per hectare) as well as the vast area providing

with the right climate conditions for its production (Furlan et al., 2004; Veiga et al.,

2005; Villela, 2009). Even the Brazilian Government identified palm oil as the ideal

crop for developing Brazil’s biodiesel sector, yet the main limitation remains in that

most of this land is occupied by the Amazon forest (Pirker et al., 2016). Hence, the

development of a palm oil biodiesel sector in Brazil is closely related to the question of

the Amazon forest preservation (Yui and Yeh, 2013).

Today, the Amazon forest covers 60% of Brazil’s territory, therefore is an important

reservoir for palm oil production land. Yet, the forest also participates in regulating

global and local climate through its pollution abatement properties, and the emerging

market and growing demand for palm oil biodiesel may increase the pressure on Amazon

forest conservation. Until today, 17% of Amazonia has been deforested, most of which

being in the responsibility of the state of Parà, the same state which provides with

the majority of palm oil production in Brazil (INPE, 2013). Such growing pressure on

the Amazon forest is likely to continue as the Brazilian Government proposed a plan

for the development of palm oil biodiesel in Brazil up to 2030. Indeed, the National

Biodiesel Production and Use Program (PNPB) identified the development of palm

oil biodiesel as a mean to reduce the use of fossil fuels in the agricultural sector,

leading to a reduction of Brazilian fossil fuels importations as well as minimizing local

environmental damages (Brandão et al., 2019). More precisely, the plan exposes a

domestic biodiesel production scenario in which palm oil biodiesel becomes the main

biodiesel produced in Brazil by 2030, providing for 59% of Brazil’s biodiesel. The

detailed projection from the PNPB is gathered in Table 3 (Villela et al., 2015).

Feedstock 2005 2010 2015 2020 2025 2030

Soybeans 122 1.848 2.394 2.641 3.737 3.394
Palm oil 5 137 408 1.062 2.571 5.695

Castor bean 11 87 150 229 328 451
Sunflower 1 22 35 54 78 50
Total biodiesel production 139 2.095 2.988 3.987 6.714 9.644

Total diesel demand 35.901 41.878 49.698 56.837 67.405 80.146
% of biodiesel 0.4 5 6 7 10 12

Table 3: Brazilian Government domestic biodiesel production scenario (1000 m3).

In the following, we shall focus our analysis on how the development of a palm
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oil biodiesel sector in Brazil can indeed be beneficial to Brazil, and in particular by

minimizing its local environmental damages due to the use of conventional fossil fuels

responsible for local air pollution such as ozone precursors emissions. Yet, such palm

oil biodiesel development is done at the expense of Amazon forest land, which also

provides global environmental services to the international community ; for instance,

through the abatement of global greenhouse gas (GHG) emissions. Hence, in the

following, we analyze how Brazilian local interests of sacrificing forested land for its

palm oil biodiesel production can go against the internal community’s will to preserve

the Amazon forest, and how the latter can deal with such conflicting interests by

setting-up financial compensation instruments.

5.2 Brazil’s opportunity cost for preserving Amazonia

In this section we extend the abatement problem by considering two kinds of pollution,

both of which can be abated by Amazon forest’s preserved areas. The first kind of pol-

lution is a local pollution in Brazil, which comes from the emissions of local pollutants

due to the use of conventional fossil fuels in Brazil, typically air pollution from ozone

precursors. Such pollution reduces Brazil’s agricultural production, which damages

are captured by the term ✓P in the abatement problem. As the Amazon forest can

abate such local pollution, the forest therefore contributes indirectly to the Brazilian

agricultural production by reducing local air pollution damages. Yet, Brazil could also

decide to develop a palm oil biodiesel production sector, which would also contributes

to the reduction of local air pollution damages by minimizing the use of fossil fuels

responsible for the local ozone precursors emissions - yet such alternative can only be

done at the expense of preserving forested area and its abatement properties.

Along with local air pollution from the use of fossil fuels in Brazil, we consider a

second kind of pollution, being global pollution from the worldwide GHG emissions

responsible for global warming. Yet the GHG stakes is a global problem and not

only concerns Brazil, but also the international community. Hence, the development

of a palm oil biodiesel sector in Brazil - for Brazil’s self and only interest - may go

against the international community’s will to preserve Amazonia for the global GHG

abatement services it benefits from. In this section, we consider the case in which the

international community can therefore offer financial compensations to Brazil through

a transfer mechanism for each hectares of preserved forested land, in order to limit the
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Amazon deforestation driven by the development of a Brazilian palm oil biodiesel sector

in this region. Such transfer is therefore acting as a direct financial compensation for

Brazil’s opportunity cost of preserving Amazonia, in the interest of the international

community benefiting from global GHG abatement services, rather than developing its

palm oil biodiesel sector, for Brazil’s own interest.

We study such conflicting interests between Brazil and the international community

regarding the preservation of the Amazon forest by adding to Brazil’s agricultural

production function, a linear transfer term. Hence, considering such transfer, Brazil’s

agricultural production net from local environmental damage ✓P now writes as:

F (1� ⇠ � ⌘!, b+ ⌫!)� ✓P + ⌧⇠,

where ⌧⇠ represents the financial transfer due to Brazil from the international commu-

nity for preserving an area ⇠ of forested land. Hence, ⌧ (expressed in $/ha) captures

in fine Brazil’s opportunity cost of conserving hectares of forested land rather than

developing its palm oil biodiesel sector on such land. In other words, ⌧ can be seen as

the rent due to Brazil from the international community in order to benefit from global

pollution abatement by the Amazon forest, while it could have been more beneficial to

Brazil to precisely sacrifice such land for developing its palm oil biodiesel production

and minimize its local environmental damages due to its local use of fossil fuels. In the

following, we provide with the expression of such opportunity cost and calibrate the

model on the Brazilian economy in order to evaluate the opportunity cost for Brazil of

preserving Amazonia rather than exploiting this land for palm oil biodiesel production.

Proposition 13. Under Assumptions 1 and 3, the opportunity cost for Brazil for

preserving the Amazon forest and scarifying its palm oil biodiesel production writes as:

⌧ =
⌫

⌘
(⇡ � ⇡m) +

✓

⇢+ �

✓

�
⌫

⌘
�

µ✏

⇠1�✏

◆

,

with ⇡m = ⇢

⌫
is the fossil price threshold from the market problem such that ⇡ > ⇡m.

First of all, note how the opportunity cost ⌧ , as expressed in Proposition 13, writes

as the sum of two terms. The first term ⌫
⌘
(⇡ � ⇡m) shall be denoted in the following

as the energy component of the opportunity cost. Indeed, this component directly

reflects the cost of Brazil’s missed opportunities from preserving Amazonia rather than

allocating forested land to renewable energy production from palm oil biodiesel. The
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second term of the opportunity cost writes as ✓
⇢+�

⇣

� ⌫
⌘
� µ✏

⇠1−✏

⌘

and shall be denoted

as the mitigation component of the opportunity cost. Indeed, forest land can also be

used for local mitigation measures, either by using its land for biodiesel production, or

through the preservation of forested land for abatement measures. Note how the two

mitigation measures compete in the mitigation component, and how palm oil biodiesel

energy density ⌫
⌘
intervenes in both the energy and the mitigation component terms as

biodiesel can either be used for energy production or mitigation purposes.20

The energy component. The energy component of the opportunity cost is captured

by the left term of the opportunity cost ⌫
⌘
(⇡ � ⇡m) where ⌫

⌘
is the renewable energy

density, that is the quantity of energy produced by occupied surface land, and ⇡ the

cost of fossil fuels. Interpreting the energy component of the opportunity cost is very

straightforward. Indeed, as the Amazon forest is an important potential land source

for palm oil biodiesel renewable energy production, the preservation of such land would

cost Brazil to continue using fossil fuels at a price ⇡, rather than producing and using

renewable energy from palm oil biodiesel culture. Hence, the energy component of

the opportunity cost gathers all the energy parameters of the model being, the energy

density of the land intensive biodiesel energy resource, as well as the price of fossil

fuels. Moreover, Assumption 3 ensures that ⇡ > ⇡m, leading therefore to the strict

positivity of the energy component. Hence, the denser is palm oil biodiesel energy

production, that is the greater ⌫
⌘
, the higher becomes the opportunity cost for Brazil of

preserving Amazonia, rather than exploiting such land for biodiesel energy production.

Indeed, the less the biodiesel provided by palm oil culture is land intensive, the more

valuable becomes renewable energy production in Amazonia, and thus the higher gets

the opportunity cost for Brazil of preserving the Amazon forest rather than exploiting

a potentially energy productive land. Similarly, as the price on fossil fuels ⇡ increases,

the higher becomes the cost of not using palm oil biodiesel as a renewable energy

source, therefore increases as well the opportunity cost of preserving Amazonia.

The mitigation component. The right term of the opportunity cost ✓
⇢+�

⇣

� ⌫
⌘
� µ✏

⇠1−✏

⌘

results from the balance between the two mitigation measures of the problem: the use

of biodiesel rather than pollutant fossil fuels, captured by the term � ⌫
⌘
, and the preser-

vation of forested area for abatement measures, captured by the term µ✏

⇠1−✏ . These two

mitigation measures compete with each other as the substitution of pollutant fossil

20See discussion of Proposition 11 on that matter.
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fuels through the allocation of forested land to palm oil biodiesel production leads

inevitably to deforestation, and reduces mechanically the abatement capacities of the

forest. Note how the first term in factor of the mitigation component ✓
⇢+�

is directly

linked to production sensitivity to pollution ✓. Yet, as ✓ increases, the mitigation com-

ponent of the opportunity cost can either increase or decrease according to the relative

efficiency of the two competing mitigations measures. Indeed, if fossil fuels are very

emissive or biodiesel energy production very dense, such that � ⌫
⌘
> µ✏

⇠1−✏ , then scarifying

forest land for biodiesel production becomes in fine the best mitigation measure for

Brazil’s interest. In such case, a rise in pollution sensitivity ✓ leads to an increase in

the opportunity cost as the development of biodiesel through the allocation of forested

land to palm oil culture is a more efficient pollution mitigation measure, rather than

conserving forested land for abatement. On the other hand, if fossil fuels are less emis-

sive, biodiesel energy production less dense, or if the forest abatement capacity if very

important such that � ⌫
⌘
< µ✏

⇠1−✏ , then preserving forest land for abatement becomes the

best mitigation measure, rather than sacrificing such land to palm oil biodiesel produc-

tion. In such case, a rise in pollution sensitivity ✓ leads to a decrease in the opportunity

cost as the development of biodiesel through forested land allocation to palm oil culture

is a less valuable mitigation measure than preserving Amazonia for abatement.

5.3 Calibrating the model

We now calibrate the model using data for the Brazilian economy in order to evaluate

the opportunity cost introduced in Proposition 13. Our exercices are of two kinds.

First, we look at the evolution of the opportunity cost with respect to Brazil’s crops

sensitivity to air pollution for a given forest conservation policy. As the opportunity

cost can be seen as the transfer from the international community to Brazil for car-

bon abatement services from the Amazon forest, we compare the opportunity cost to

the price of carbon from different literature. Finally, following the previous theoreti-

cal analysis, we characterize the opportunity cost by studying the respective weights

of the energy component and the mitigation component with respect to the model’s

parameters and pollution sensitivity.

General calibrations. In what follows, we shall use the typical time discount rate

of ⇢ = 0.03 from the Interagency Working Group on Social Cost of Carbon reports

(EPA, 2010). Moreover, we consider in the following a natural absorption rate for
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Brazil’s local air pollution of � = 0.01. The six remaining parameters are more specific

to our analysis and are calibrated on the Brazilian agricultural sector as we measure

the impact of local pollution damages on such sector.

Fossil fuels in Brazil and crops sensitivity to air pollution. Regarding the

use of fossil fuels in Brazil, in 2018 the two main energy sources used by the Brazilian

agricultural sector were diesel and electricity, accounting for 70% of the sector’s energy

consumption. Moreover, the share of renewable energy in Brazil’s electricity mix is

82% (65% being hydro). Hence, as a first approximation, we shall consider that the

only fossil fuel used for Brazil’s agriculture production is diesel. We therefore calibrate

the model fossil fuel’s price ⇡ on Brazil’s diesel price in 2019, that is ⇡ = 0.6 $/L.

In our analysis, two different kinds of pollution are considered. The first kind of

pollution is local air pollution that impacts locally Brazilian agricultural production

due to the use of diesel in Brazil. The second type of pollution are GHG emissions

which are responsible for global warming and concerns both Brazil and the international

community. Here we shall focus on the first kind of pollution in order to calibrate how

Brazil’s use of diesel fossil fuels locally impacts its agricultural production. Indeed,

burning diesel emits different gases that are particularly harmful to crops and thus

reduces Brazil’s agricultural yield. In particular, Nitrogen Oxydes (NOx) and Carbon

Monoxyde (CO), two ozone precursors, are emitted when burning diesel fuel, and are

well known for threatening crops development (Wilkinson et al., 2012). Moreover, some

plants are more sensitive to such air pollutants and in particular soybean, Brazil’s main

agricultural product (FAO, 2018). Note that, with an annual soybean production of

more than 120 millions tons, Brazil is the world’s most productive country and accounts

for 36% of soybean world production (FAO, 2018). Hence, assessing the impact of

Brazil’s use of diesel on its agricultural production is crucial. In the case of soybeans,

it is estimated that ozone air pollution can lead to a decrease up to 14% in crop yield

(Avnery et al., 2011). For instance, the economic losses in 2000 from ozone pollution

damages on crops was estimated in Europe to 6.7 bilions euros (Holland et al., 2006).

Thus, we calibrate the emissivity � of diesel regarding ozone precursors emissions

(mostly Nitrogen Oxydes and Carbon Monoxyde for diesel fuels), that is the amount

of ozone precursors emitted per MJ of burnt diesel. In the following, we shall consider

� =0.5 g/MJ, which corresponds to the maximum emission limits of ozone precursors

set by Brazil’s Proconve P-8 emission standards adopted in 2018 and based on the Euro
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VI emissions standards (ICCT, 2019). Finally, the local impact of ozone precursors air

pollutants on Brazil’s agricultural production is captured in our model by the term ✓P

in the expression of Brazil’s agricultural production function net from air pollutants

damages F (1� ⇠� ⌘!, b+ ⌫!)� ✓P . Therefore, through its abatement properties, the

Amazon forest benefits the Brazilian agricultural sector as, by absorbing ozone precur-

sors, the forest also contributes to maintaining high levels of agricultural yield in Brazil.

We leave ✓ as a free parameter as in the following exercices, we analyse the evolution

of the opportunity cost with respect to Brazil’s crops sensitivity to local pollution.

Palm oil as biodiesel. In our model, the two characteristics of palm oil as biodiesel

are its land occupation ⌘ (in hectares), that is the surface area of land occupied by one

palm tree, and its energy efficiency ⌫ (in joules), that is the energy provided by one

palm tree over a year. The ratio of these two parameters defines the energy density

of palm oil, therefore measured in joules per hectare. The literature on palm oil as

biodiesel provides with technical details on palm oil plantation and in particular on

planting arrangements used in palm oil cultures. From four different sources we find

that the optimal planting arrangements regarding palm tree lies in-between 130 and

156 trees per hectare (see Table 4).

Reference Country Optimal arrangement

Big Lands Brazil Brazil 148-156 (trees/ha)
Harsono et al. (2011) Indonesia 138-142 (trees/ha)
FAO (1981) Surinam 150 (trees/ha)
Barcelos et al. (2015) General 130-150 (trees/ha)
Corley and Tinker (2003) General 138-143 (trees/ha)

Table 4: Optimal arrangement of palm tree for biodiesel production (per hectare).

Hence, in the following, we shall consider an optimal arrangement of 150 trees per

hectare, leading to ⌘ = 1/150 ha.21 Moreover, the technical literature on palm oil as

biodiesel also provides with its energy density expressed in GJ/ha, that is, the energy

quantity produced by palm oil biodiesel per hectare (see Table 5), and in the following,

we consider an energy density ⌫
⌘
= 180 GJ/ha. Finally, we obtain palm oil efficiency

⌫, by multiplying its energy density by its land use ⌘. For ⌘ = 1/150 ha, and with

21We calibrate the model on values from the industry standards. Yet, hybridations of species
has been developed in order to increase the density of plantation and the highest densities found in
the literature are 180-200 trees per hectare. Though hybrid species provide with denser palm trees
plantations, seeds from such species are less affordable for farmers and therefore less used (Barcelos
et al., 2015).
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an energy density of 180 GJ/ha, this leads us to an energy efficiency of ⌫ = 1.2 GJ.

Reference Country Energy density

Big Lands Brazil Brazil 182 GJ/ha
IPCC (2012) Brazil 169 GJ/ha
Worldwatch institute (2007) Tanzania 186 GJ/ha

Table 5: Palm oil biodiesel energy densities (GJ/ha).

Forest abatement. We calibrate the abatement properties of the Amazon forest

using data on ozone precursors absorptions rates from the forest. In our model we

suppose the absorption rate to be concave in forest’s surface area. Hence, the remain-

ing parameters to calibrate are ✏ < 1 and µ, the forest’s absorption efficiency. The

abatement properties of the Amazon forest are calibrated using values from Kroeger

et al. (2014), in which forests’ abatement properties regarding ozone precursors are

given in a range in-between 0.5 to 2.6 t/km2/yr. Moreover, the surface area of the

Amazon forest in 1970 was 5 900 000 km2 and dropped by 19% reaching therefore

4 900 000 km2 in 2017 (FAO, 2017). At such deforestation rate, it is estimated that

the Amazon forest surface area would drop to 4 300 000 km2 by 2050. Hence we cali-

brate the two abatement parameters µ and ✏ so that, for forest surface areas in-between

the surface area of 1970 and the one estimated for 2050, the abatement properties of

the forest lie in the range of values from Kroeger et al. (2014). In the following, we

shall consider µ = 3.107 t/yr and ✏ = 0.9. Note that µ is not expressed per hectare as

it is a normalized abatement efficiency in our model and thus must be expressed “per

Brazil’s surface area”.

Land normalization. Finally, as for the abatement efficiency parameter µ, we must

normalized the calibrated parameters with respect to Brazil’s surface area as the land

use model here is normalized to one unit of available land. Hence we shall here consider

Brazil’s surface area of 850 000 000 hectares (FAO, 2013). The resulting normalized

calibrated parameters are gathered in Table 6.

5.4 Main results

In the following, we study the evolution of the opportunity cost with respect to sen-

sitivity ✓ for the forest policy which aims at preserving the Amazon forest’s surface

area at its current size in Brazil, that is 60% of Brazil’s territory (⇠ = 0.6). Results
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Moreover, as the opportunity cost ⌧ is here directly compensated by a financial

transfer to Brazil from the international community in order to preserve the Amazon

forest from the development of a palm oil biodiesel sector in Brazil, then, by dividing

⌧ (in $/ha) by the carbon abatement capacities of the Amazon forest (in tCO2/ha),

we provide with the price of the ton of carbon (in $/tCO2) that the international com-

munity must be willing to pay in order to maintain the Amazon forest at its current

surface area (⇠ = 0.6). Considering the carbon abatement capacity of the Amazon

forest from Brown et al. (1996), that is 10 tCO2/ha/yr for tropical forests, we find

that, within this range of sensitivities, the price of carbon lies in-between 300 $/tCO2

and 760 $/tCO2 which is 2 to 5 times greater than actual carbon prices from the liter-

ature.22 Hence, in order to restrain the on-going Amazon deforestation and maintain

the forest’s current surface area for preserving its global GHG abatement services, the

international community must accept to pay higher carbon prices due to ever-growing

land use pressures on the Amazon forest, in our case, due to the development of a

palm oil biodiesel sector in Brazil. Note however, that some underlying hypothesis

of our model might lead to an over-estimation of such pressure, leading therefore to a

mechanical increase in the resulting carbon prices, such as supposing all Brazilian palm

oil biodiesel being exclusively produced on Amazonian land, or that such production

does not also emit local air pollution along with the use of conventional fossil fuels.

Yet, even with such hypothesis, the message remains the same : in the current context

of ever-growing land use pressure on the Amazon forest, the promotion of ambitious

Amazon preservation policies from the international community cannot go without the

willingness to pay higher carbon prices.

Missed opportunities : energy production or pollution mitigation ? With

the calibrated parameters from Table 6, the opportunity cost ⌧ increases as Brazilian’s

crops become more sensitive to pollution. Indeed, with this set of parameter, the

mitigation component ⌧m = ✓
⇢+�

⇣

� ⌫
⌘
� µ✏

⇠1−✏

⌘

of the opportunity cost is strictly positive

as � ⌫
⌘
> µ✏

⇠1−✏ . This means that for Brazil, using palm oil biodiesel instead of fossil fuels

is a better mitigation policy for reducing ozone precursors local emissions due to the

use of the latter, rather than preserving forested land for local abatement purposes

while continuing to use pollutant fossil fuels. Hence, the opportunity cost increases

linearly with respect to sensitivity at the same rate as its mitigation component, while

the energy component stays constant as it does not depend of ✓.

22Carbon prices typically yield between 50 $/tCO2 to 150 $/tCO2 (World Bank, 2020).
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Therefore, for low pollution sensitivities, the dominant term in the opportunity

cost is the energy component ⌧e = ⌫
⌘

�
⇡ � ⇢

⌫

�
. This means that for low crop sensitiv-

ities to local air pollution, Amazon forest conservation policies lead to higher missed

opportunities in energy production rather than in mitigation opportunities. Yet, as

sensitivity increases, the mitigation term increases up to a threshold above which the

mitigation term ⌧m becomes dominant in the opportunity cost (that is when ⌧m > ⌧e).

The sensitivity threshold with the calibrated parameters from Table 6 is ✓ = 2000 as

shown in Figure 7, and above which the missed opportunities due forest preservation

policies are mostly missed mitigation opportunities. This is quite counter-intuitive as

the Amazon forest preservation is itself a mitigation policy. Yet, in our case, forest

preservation policy for local air pollution mitigation purposes competes with palm oil

biodiesel energy production for the mitigation purposes. And here, it is estimated that

shifting from pollutant fossil fuels to biodiesel renewable energy by exploiting forest

land for palm oil culture is a better mitigation policy for Brazil, than conserving its

forested land for abatement.

6 Conclusion

This chapter examines the trade-offs in land use when climate change mitigation poli-

cies such as renewable energy production or reforestation for pollution abatement are

applied. The specificity of our analysis being that renewable energy production and

abatement take a non-negligible space and therefore interferes with agricultural pro-

duction which is itself sensitive to pollution.

We develop a first benchmark model in which social planner does not account for

pollution emissions from the use of fossil fuels. In such framework the economy con-

verges towards a steady state and we prove its saddle-path stability. We then examine

a model in which social planner integrates pollution emissions and prove similarly the

existence of a unique saddle-path stable steady state towards which the economy con-

verges. We describe the two steady states and derive the tax on fossil fuels that must

be applied so that the two land use equilibrium coincide. When renewable energy

production is the only land intensive mitigation policy, the more dense is energy pro-

duction, the more land shall be allocated towards renewable energy production rather

than towards agriculture. This result can be seen as a case of comparative advantage.

Indeed, as energy production and agriculture compete for land to produce output,
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social planner allocates more land to the more productive sector. Hence, the denser

is the renewable energy production, the more land must be allocated to its activity.

Moreover, the more sensitive is the agricultural sector to pollution, the more land shall

be allocated to renewable energy production as well, in order this time to assure the

continuity of output production while limiting environmental damages.

Moreover, we develop a second model in which are considered both renewable en-

ergy production and abatement policies such as reforestation. In such case, when

both mitigation policies available, social planner’s strategy for land use reallocation

depends on the level of the agricultural production sensitivity to pollution. For low

sensitivity, as agriculture becomes more sensitive to pollution, agricultural land must

be reallocated towards both renewable energy (for mitigation purposes and compensa-

tion of production losses) and abatement (only for mitigation). In contrast, for high

sensitivities, along with agricultural land, it is also best to sacrifice renewable energy

production land and reallocate exclusively land to abatement in order to save output

from important pollution damages.

Finally, we apply our model to the stakes of preserving the Amazon forest in Brazil.

More particularly, we focus on the emerging market of palm oil production for biodiesel

in Brazil in Amazonia and on the resulting opportunity cost for Brazil of preserving

the Amazon forest. Within a wide range of pollution sensitivities, the price of car-

bon for preserving the Amazon forest’s surface area at its current size lies in-between

300 $/tCO2 and 760 $/tCO2 which is 2 to 5 times greater than actual carbon prices.

Hence, in order to restrain the on-going Amazon deforestation and maintain the forest’s

current surface area for preserving its global GHG abatement services, the international

community must accept to pay higher compensation through financial transfers to

Brazil due to ever-growing land use pressures on the Amazon forest, in our case, due

to the development of a palm oil biodiesel sector in Brazil.

Further research could be developed at both theoretical and empirical levels. For

instance, in Behrens and Zalk (2018), the authors show that the density of renewable

energy is a metric that evolved in time. Thereby, further theoretical work could extend

the model presented in this research in order to take into account, through technical

progress, the dynamics of renewable energy production density. Also, land heterogene-

ity is not considered here, but of course, plays an important role regarding land use

policies. A spatial model taking into account heterogeneities in land regarding abate-

ment capacities or agricultural production could also be developed as an extension of
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this present research and study the plausible emergence of land use patterns. Finally,

calibrating the model from empirical land use data could allow such trade-offs to be

analyzed in country-specific studies as proposed for the Brazilian case in this research.

Such calibrations could bring useful insights to policy makers regarding future land

use puzzles they shall meet, in the on-going development of land use intensive climate

mitigation policies, such as renewable production or forests preservation.
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Documento 222. Belém: Embrapa
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B. Proof of Proposition 1.

The Hamiltonian of the problem writes:

H = u(c) + �[A(1� ⌘!)↵(b+ ⌫!)� � c� ⇡b].

Thus the F.O.C lead to:

8

>><

>>:
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Therefore, equation (1.2) gives the expression of energy b+⌫! as a unique function of ! such

that b+ ⌫! =
⇣
A�(1�⌘!)↵

⇡

⌘ 1

1−�
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Hence, if ⌫⇡ � ⇢ > 0 then the land use equilibrium at steady state writes as:

lm = ⌘!m = 1�
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Regarding the stability of the equilibrium, as !̇ = A(1�⌘!)↵(b+⌫!)��c�⇡b then at steady

state we get that:

cm = A(1� ⌘!m)↵(bm + ⌫!m)� � ⇡bm.

Finally as b =
⇣
A�(1�⌘!m)↵

⇡

⌘ 1

1−�
� ⌫! therefore b on depends on !. Thus, we can write the

problem as a dynamic system of dimension two in only the variables ! and � as:

(

!̇ = A(1� ⌘!)↵(b(!) + ⌫!)� � c(�)� ⇡b(!),

�̇ = �[⇢+A↵⌘(1� ⌘!)↵�1(b+ ⌫!)� �A⌫�(1� ⌘!)↵(b+ ⌫!)��1].
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Hence, at steady state we have that @�̇
@�

= 0 and the Jacobian matrix of the system at steady

states writes:
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As the determinant of the Jacobian matrix is strictly negative at steady state, this means

that its two eigenvalues are reals of opposite signs which proves the saddle-path stability of

steady state equilibrium.

To finish the proof we shall study the comparative statics of the equilibrium with respect

to ⌫, ⇡, ⌘ and ⇢.

• Be  1 =

✓

A↵⌘
⇣
A�
⇡

⌘ �
1−�

◆ 1−�
1−↵−�

> 0, then the renewable energy land use at steady state

can be written as lm = 1�  1(⌫⇡ � ⇢)
�−1

1−↵−� and thus:

@lm

@⌫
= � 1

✓
� � 1

1� ↵� �

◆

⇡(⌫⇡ � ⇢)
�−1

1−↵−�
�1

=  1

✓
1� �

1� ↵� �

◆

| {z }

>0

⇡(⌫⇡ � ⇢
| {z }

>0

)
�−1

1−↵−�
�1

> 0,

meaning that the more renewable energy produces energy, the more land should be allocated

to renewable energy production.

• Similarly, derivating renewable energy land use with respect to the discount rate leads to:

@lm

@⇢
=  1

✓
� � 1

1� ↵� �

◆

(⌫⇡ � ⇢)
�−1

1−↵−�
�1

= � 1

✓
1� �

1� ↵� �

◆

| {z }

>0

(⌫⇡ � ⇢
| {z }

>0

)
�−1

1−↵−�
�1

< 0,
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meaning that the more discount rate is important, the less land should be allocated to

renewable energy production.

• Now be  2 =
⇣

A↵⌘(A�)
�

1−�

⌘ 1−�
1−↵−�

> 0 then renewable energy land use at steady state can

be written as lm = 1�  2⇡
�

�
1−↵−� (⌫⇡ � ⇢)

�−1

1−↵−� and thus:

@lm

@⇡
= � 2


��

1� ↵� �
⇡

−�

1−↵−�
�1(⌫⇡ � ⇢)

�−1

1−↵−� +

✓
� � 1

1� ↵� �

◆

⇡
−�

1−↵−� (⌫⇡ � ⇢)
�−1

1−↵−�
�1

�

=  2

2

6
6
6
4

�

1� ↵� �
| {z }

>0

⇡
−�

1−↵−�
�1(⌫⇡ � ⇢
| {z }

>0

)
�−1

1−↵−� +

✓
1� �

1� ↵� �

◆

| {z }

>0

⇡
−�

1−↵−� (⌫⇡ � ⇢
| {z }

>0

)
�−1

1−↵−�
�1

3

7
7
7
5
> 0,

which means that as the price of fossil fuels increases, the land allocated to renewable energy

production installed at steady states increases.

• Finally, be  3 =

 

A↵(A�
⇡ )

�
1−�

⌫⇡�⇢

! 1−�
1−↵−�

> 0 as from Assumption 2 ⇢ < ⌫⇡. With this notation

renewable energy land use at steady state writes as lm = 1�  3⌘
1−�

1−↵−� and thus:

@lm

@⌘
= �

✓
1� �

1� ↵� �

◆

| {z }

>0

 3⌘
1−�

1−↵−�
�1

< 0,

meaning that the more renewable energy needs land to produce energy, the less land should

be allocated to renewable energy production at steady state.

C. Proof of Proposition 2.

From the expression of the land allocated to renewable energy we directly have the stock of

installed renewable energy on this land being:

!m =
1

⌘

2

6
6
6
4
1�

0

B
B
@

A↵⌘
⇣
A�
⇡

⌘ �
1−�

⌫⇡ � ⇢

1

C
C
A

1−�
1−↵−�

3

7
7
7
5
.

Moreover, as the expression b+ ⌫! =
⇣
A�(1�⌘!m)↵

⇡

⌘ 1

1−�
is true at steady state then:

bm =


A� (1� ⌘!m)↵

⇡

� 1

1−�

� ⌫!m =


A� (1� ⌘!m)↵

⇡

� 1

1−�

�
⌫

⌘
lm.
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We study the impact of the land required to produce renewable energy ⌘, the efficiency of

renewable energy ⌫ as well as the cost of using fossil fuels ⇡ on the energy mix at steady state.

We first analyse the level of renewable energy !m at steady state and study the implications

regarding the use of fossil fuels bm.

• Be  1 =

 

A↵(A�
⇡ )

�
1−�

⌫⇡�⇢

! 1−�
1−↵−�

> 0 as from Assumption 2 ⇢ < ⌫⇡. With this notation the

stock of renewable energy at steady state writes as !m = 1
⌘
�  1⌘

1−�
1−↵−�

�1
and thus:

@!m

@⌘
= �

1

⌘2
�

✓
1� �

1� ↵� �
� 1

◆

 1⌘
1−�

1−↵−�
�2

= �
1

⌘2
�

✓
↵

1� ↵� �

◆

| {z }

>0

 1⌘
1−�

1−↵−�
�2

< 0,

meaning that the more renewable energy needs land to produce energy, the less renewable

energy will be installed at steady state.

• Moreover, be  2 =

✓

A↵⌘
⇣
A�
⇡

⌘ �
1−�

◆ 1−�
1−↵−�

> 0, then the stock of renewable energy at

steady state can be written as:

!m =
1

⌘

⇣

1�  2(⌫⇡ � ⇢)
�−1

1−↵−�

⌘

,

and thus:
@!m

@⌫
= �

 2

⌘

✓
� � 1

1� ↵� �

◆

⇡(⌫⇡ � ⇢)
�−1

1−↵−�
�1

=
 2

⌘

✓
1� �

1� ↵� �

◆

| {z }

>0

⇡(⌫⇡ � ⇢
| {z }

>0

)
�−1

1−↵−�
�1

> 0,

meaning that the more renewable energy produces energy, the more renewable energy plants

will be installed at steady state.

• Now be  3 =
⇣

A↵⌘(A�)
�

1−�

⌘ 1−�
1−↵−�

> 0 then the stock of renewable energy at steady state

can be written as !m = 1
⌘

⇣

1�  3⇡
�

�
1−↵−� (⌫⇡ � ⇢)

�−1

1−↵−�

⌘

and thus:

@!m

@⇡
= �

 3

⌘


��

1� ↵� �
⇡

−�

1−↵−�
�1(⌫⇡ � ⇢)

�−1

1−↵−� +

✓
� � 1

1� ↵� �

◆

⇡
−�

1−↵−� (⌫⇡ � ⇢)
�−1

1−↵−�
�1

�

=
 3

⌘

2

6
6
6
4

�

1� ↵� �
| {z }

>0

⇡
−�

1−↵−�
�1(⌫⇡ � ⇢
| {z }

>0

)
�−1

1−↵−� +

✓
1� �

1� ↵� �

◆

| {z }

>0

⇡
−�

1−↵−� (⌫⇡ � ⇢
| {z }

>0

)
�−1

1−↵−�
�1

3

7
7
7
5
> 0,
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which means that as the price of fossil fuels increases, the stock of renewable energy plants

installed at steady states increases.

Regarding the use of fossil fuels bm at steady state, the effect of ⌫ and ⌘ and ⇡ can be

directly studied using the previous analysis for !m. Indeed, from Proposition 1 we know that

bm =
h
A�(1�⌘!m)↵

⇡

i 1

1−�
� ⌫!m.

• Therefore deriving with respect to ⌫ leads to:

@bm

@⌫
=

✓
A�

⇡

◆ 1

1−� @

@⌫
(1� ⌘!m(⌫))

↵
1−� � !m � ⌫

@!m

@⌫

= �

✓
A�

⇡

◆ 1

1−� ↵

1� �
(1� ⌘!m(⌫))

↵
1−�

�1
⌘
@!m

@⌫
| {z }

>0

�!m � ⌫
@!m

@⌫
| {z }

>0

< 0,

meaning that the the technology of renewable energy is efficient or the more there is primary

renewable energy the less fossil fuels is needed.

• Similarly, deriving the expression of bm with respect to ⌘ leads to:

@bm

@⌘
=

✓
A�

⇡

◆ 1

1−� @

@⌘
(1� ⌘!m(⌘))

↵
1−� � ⌫

@!m

@⌘

= �

✓
A�

⇡

◆ 1

1−� ↵

1� �
(1� ⌘!m(⌘))

↵
1−�

�1@⌘!m(⌘)

@⌘
� ⌫

@!m

@⌘

=

✓
A�

⇡

◆ 1

1−� ↵

1� �
(1� ⌘!m(⌘))

↵
1−�

�1
 5

✓
1� �

1� ↵� �

◆

⌘
1−�

1−↵−�
�1

| {z }

>0

�⌫
@!m

@⌘
| {z }

<0

> 0,

meaning that as the land needed to produce renewable energy increases, the more fossil fuels

is used to produce energy.

• Finally, an increase in the price of fossil fuels reduces the use of fossil fuels in the energy

mix as:

@bm

@⇡
= (A�)

1

1−�
@

@⇡


(1� ⌘!m)↵

⇡

� 1

1−�

� ⌫
@!m

@⇡

= � (A�)
1

1−�
1

1� �


(1� ⌘!m)↵

⇡

� �
1−�

"

⇡↵⌘(1� ⌘!m)↵�1 @!m

@⇡
+ (1� ⌘!)↵

⇡2

#

| {z }

>0

� ⌫
@!m

@⇡
| {z }

>0

< 0,

which ends the proof of Proposition 2.

159



APPENDICES Chapter 2.

D. Proof of Proposition 3.

Here we study the land allocation towards renewable energy that maximizes consumption

at steady state. As cm = A(1 � ⌘!m)↵(bm + ⌫!m)� � ⇡bm, then, deriving steady state

consumption with respect to !m leads to:

@cm

@!m

= �A⌘↵(1� ⌘!m)↵�1(bm + ⌫!m)� +A(1� ⌘!m)↵�(bm + ⌫!m)��1

✓
@bm

@!m

+ ⌫

◆

� ⇡
@bm

@!m

= �A⌘↵(1� ⌘!m)↵�1

✓
A� (1� ⌘!m)

↵

⇡

◆ �

1−�

+ ⇡

✓
@bm

@!m

+ ⌫

◆

� ⇡
@bm

@!m

= �A⌘↵

✓
A�

⇡

◆ �

1−�

(1� ⌘!m)
↵+�−1

1−� + ⌫⇡.

Moreover as:

@2cm

@!2
m

= �A⌘2↵

✓
A�

⇡

◆ �
1−� 1� ↵� �

1� �
(1� ⌘!m)

↵+�−1

1−�
�1

< 0,

then the stock of renewable energy !g which maximizes steady state consumption is such

that:

@cm

@!m
= 0 () A⌘↵

✓
A�

⇡

◆ �
1−�

(1� ⌘!g)
↵+�−1

1−� = ⌫⇡

() lg = ⌘!g = 1�

0

B
B
@

A↵⌘
⇣
A�
⇡

⌘ �
1−�

⌫⇡

1

C
C
A

1−�
1−↵−�

,

which ends the proof of Proposition 3.

E. Proof of Proposition 4.

From equation (1.1) we have that � = u0(c) = c��. Therefore, differentiating with respect to

time leads to �̇ = ��c���1ċ. Writing equation (1.3) with the previous express of �̇ leads to

the dynamics of consumption described in the following Euler equation:

ċ =
c

�

h

A⌫�(1� ⌘!)↵(b+ ⌫!)��1 �A⌘↵(1� ⌘!)↵�1(b+ ⌫!)� � ⇢
i

.

Therefore, the dynamics in the accumulation of renewable energy and consumption are given

by:
(

!̇ = A(1� ⌘!)↵(b(!) + ⌫!)� � c� ⇡b(!),

ċ = c
�

⇥
A⌫�(1� ⌘!)↵(b(!) + ⌫!)��1 �A⌘↵(1� ⌘!)↵�1(b(!) + ⌫!)� � ⇢

⇤
.
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As from equation (1.2), b =
⇣
A�(1�⌘!)↵

⇡

⌘ 1

1−�
� ⌫!, then the dynamics can be written as the

following two dimension dynamic system in ! and c:

8

>>><

>>>:

!̇ = A
⇣
A�
⇡

⌘ �
1−�

(1� ⌘!)
↵+�−1

1−� � ⇡
⇣
A�(1�⌘!)↵

⇡

⌘ 1

1−�
+ ⌫⇡! � c,

ċ = � c
�



A⌘↵
⇣
A�
⇡

⌘ �
1−�

(1� ⌘!)
↵+�−1

1−� + ⇢� ⌫⇡

�

,

with b =
⇣
A�(1�⌘!)↵

⇡

⌘ 1

1−�
� ⌫!, which ends the proof of Proposition 4.

F. Proof of Proposition 5.

The Hamiltonian of the problem writes:

H = u(c) + �![A(1� ⌘!)↵(b+ ⌫!)� � ✓P � c� ⇡b] + �P [�b� �P ].

Thus, the F.O.C. lead to:

8

>>>>><

>>>>>:

@H
@c

= 0 =) u0(c) = �!,

@H
@b

= 0 =) �![A(1� ⌘!)↵�(b+ ⌫!)��1 � ⇡] + ��P = 0,
@H
@!

= �! [�A↵⌘(1� ⌘!)↵�1(b+ ⌫!)� +A⌫�(1� ⌘!)↵(b+ ⌫!)��1] = ⇢�! � �̇!,

@H
@P

= ��!✓ � ��P = ⇢�P � �̇P .

(2)

From equation (2.2) we can express the shadow price of the stock of renewable energy price

as a function of the shadow price of pollution as:

�! =
�

⇡ �A(1� ⌘!)↵�(b+ ⌫!)��1
�P .

Substituting �! in equation (2.4) leads to the following dimension 4 dynamic system in

(�P ,�!,!, P ):

8

>>>>><

>>>>>:

!̇ = A(1� ⌘!)↵(b+ ⌫!)� � ✓P � c� ⇡b,

Ṗ = �b� �P,

�̇! = [⇢+A↵⌘(1� ⌘!)↵�1(b+ ⌫!)� �A⌫�(1� ⌘!)↵(b+ ⌫!)��1]�!,

�̇P =
h

⇢+ � + �✓

⇡�A(1�⌘!)↵�(b+⌫!)�−1

i

�P .

(3)

Thus, at steady state, if c 6= 0 then �! 6= 0 and �P 6= 0 then from equation (3.4) one gets:
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⇢+ � +
�✓

⇡ �A(1� ⌘!)↵�(b+ ⌫!)��1
= 0

() A(1� ⌘!)↵�(b+ ⌫!)��1 = ⇡ +
�✓

⇢+ �

() (b+ ⌫!)��1 =
⇡ + �✓

⇢+�

A(1� ⌘!)↵�

() b+ ⌫! =

 

A� (1� ⌘!)↵

⇡ + �✓
⇢+�

! 1

1−�

.

Injecting the previous expression of energy level b + ⌫! into equation (3.3) at steady state

leads to:

⇢+A↵⌘(1� ⌘!)↵�1

 

A� (1� ⌘!)↵

⇡ + �✓
⇢+�

! �
1−�

�A⌫�(1� ⌘!)↵

 

A� (1� ⌘!)↵

⇡ + �✓
⇢+�

!�−1

1−�

= 0

() ⇢+A↵⌘

 

A�

⇡ + �✓
⇢+�

! �
1−�

(1� ⌘!)
↵+�−1

1−� = ⌫

✓

⇡ +
�✓

⇢+ �

◆

() (1� ⌘!)
↵+�−1

1−� =
⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢

A↵⌘
⇣
A�
⇡

⌘ �
1−�

.

Therefore, if ⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢ > 0 then the land allocated to renewable energy production at

steady state is:

le = 1�

0

B
B
B
B
@

A↵⌘

✓

A�

⇡+ �✓
⇢+�

◆ �
1−�

⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢

1

C
C
C
C
A

1−�
1−↵−�

.

Regarding, the stability of steady state, we compute in the following the coefficient of the

Jacobian matrix at steady states from the dynamics of !, P , c and b.

• As !̇ = A(1� ⌘!)↵(b+ ⌫!)� � ✓P � c� ⇡b we can directly compute the coefficient of the

Jacobian matrix for ! at steady state and:

8

>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>:

@!̇

@!
= �A↵⌘(1� ⌘!)↵�1(b+ ⌫!)� +A�⌫(1� ⌘!)↵(b+ ⌫!)��1 = ⇢,

@!̇

@P
= �✓,

@!̇

@c
= �1,

@!̇

@b
= A�(1� ⌘!)↵(b+ ⌫!)��1 � ⇡ =

�✓

� + ⇢
.
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• As Ṗ = �b � �P we can directly compute the coefficient of the Jacobian matrix for P at

steady state and:
8

>>>>>>>>>><

>>>>>>>>>>:

@Ṗ

@!
=
@Ṗ

@c
= 0,

@Ṗ

@P
= ��,

@Ṗ

@b
= �.

• In order to compute the coefficient for c we must find the expression of the dynamics

of consumption. Differentiating (2.1) with respect to time leads to �̇! = ��c���1ċ. Thus,

writing equation (3.3) with the previous express of �̇! leads to the dynamics of consumption

with the following Euler equation:

ċ =
c

�

h

A⌫�(1� ⌘!)↵(b+ ⌫!)��1 �A⌘↵(1� ⌘!)↵�1(b+ ⌫!)� � ⇢
i

.

Therefore, the coefficients of the Jacobian matrix for c at steady state are:

8

>>>>>>>>>>><

>>>>>>>>>>>:

@ċ

@!
= �

c

�
[A⌫2�(1� �)(1� ⌘!)↵(b+ ⌫!)��2 +A⌘2↵(1� ↵)(1� ⌘!)↵�2(b+ ⌫!)�

+ 2A⌘↵�⌫(1� ⌘⌫)↵�1(b+ ⌫!)��1],
@ċ

@P
=
@ċ

@c
= 0,

@ċ

@b
= �

c

�

h

A⌫�(1� �)(1� ⌘!)↵(b+ ⌫!)��2 +A⌘↵�(1� ⌘!)↵�1(b+ ⌫!)��1
i

.

• Finally, in order to compute the coefficient for b we must find the expression of the dynamics

of fossil fuels. From (2.2) we obtained the relation between the shadow price of the stock of

renewable energy price and the shadow price of pollution being:

�P =
⇡ �A(1� ⌘!)↵�(b+ ⌫!)��1

�
�!.

Therefore, the time derivative of the shadow price of pollution can be written as:

�̇P = �
A�

�

d

dt

h

(1� ⌘!)↵(b+ ⌫!)��1
i

�! +
⇡ �A(1� ⌘!)↵�(b+ ⌫!)��1

�
�̇!

= �
A�

�

h

↵(1� ⌘!)↵�1⌘!̇(b+ ⌫!)��1 + (1� �)(1� ⌘!)↵(b+ ⌫!)��2(ḃ+ ⌫!̇)
i

�!

+
⇡ �A(1� ⌘!)↵�(b+ ⌫!)��1

�
�̇!.
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Thus, by injecting the expressions �̇P and �P in equation (3.4) we get that:

�
A�

�

h

↵(1� ⌘!)↵�1⌘!̇(b+ ⌫!)��1 + (1� �)(1� ⌘!)↵(b+ ⌫!)��2(ḃ+ ⌫!̇)
i

�!

+
⇡ �A(1� ⌘!)↵�(b+ ⌫!)��1

�
�̇! =



✓ + (⇢+ �)
⇡ �A(1� ⌘!)↵�(b+ ⌫!)��1

�

�

�!.

Moreover, from (2.1) we know that �! = u0(c) = c�� thus �̇! = ��c���1ċ which by substi-
tuting in the previous equation leads to the dynamics in b:

ḃ =
� ċ

c

⇥

⇡ �A�(1� ⌘!)↵(b+ ⌫!)�−1
⇤

+ ✓�(⇢+ �)
⇥

⇡ �A(1� ⌘!)↵�(b+ ⌫!)�−1
⇤

�A�↵(1� ⌘!)↵−1⌘!̇(b+ ⌫!)�−1

(1� �)(1� ⌘!)↵(b+ ⌫!)�−2
�⌫!̇

and thus, the coefficients of the Jacobian matrix for b at steady state are:

8

>>>>>>>>>><

>>>>>>>>>>:

@ḃ

@!
= (⇢+ �)

↵⌘(1� ⌘!)↵�1(b+ ⌫!)��1 + ⌫(1� �)(1� ⌘!)↵(b+ ⌫!)��2

(1� �)(1� ⌘!)↵(b+ ⌫!)��2
,

@ḃ

@P
=
@ḃ

@c
= 0,

@ḃ

@b
= ⇢+ �.

As a result, the Jacobian matrix of the system at steady states writes as:

J =

0

B
B
B
B
B
@

⇢ �✓ �1 �✓
⇢+�

0 �� 0 �

@ċ
@!

0 0 @ċ
@b

@ḃ
@!

0 0 � + ⇢

1

C
C
C
C
C
A

.

First of all, we have that Tr(J ) = 2⇢ > 0 which means that there is at least one strictly

positive eigenvalue. Moreover, let’s denote l = 1 � ⌘! the land variable and ✏ = b + ⌫! the

energy variable then:

det(J ) = �

"

@ḃ

@!

@ċ

@b
� (� + ⇢)

@ċ

@!

#

=
�

� + ⇢

"

1

� + ⇢

@ḃ

@!

@ċ

@b
�
@ċ

@!

#

= �
c
�

⇥
↵⌘l↵�1✏��1 + (1� �)⌫l↵✏��2

⇤
[A⌫�(1� �)l↵✏��2 +A⌘↵�l↵�1✏��1]

(1� �)l↵✏��2
�
@ċ

@!

= �
c

�



A⌫2�(1� �)l↵✏��2 �
A⌘2↵2�

1� �
l↵�2✏� � 2A↵�⌘⌫l↵�1✏��1

�

�
@ċ

@!
.
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After simplifications we get that:

det(J ) =
c

�



l↵�2✏�
✓

A⌘2↵(1� ↵)�
A⌘2↵2�

1� �

◆�

=
c

�
A↵⌘2l↵�2✏�

✓

1� ↵�
↵�

1� �

◆

=
c

�
A↵⌘2l↵�2✏�

| {z }

>0

1� ↵� �

1� �
| {z }

>0
as ↵+�<1

> 0.

Therefore, as det(J ) > 0 this means that the product of the four eigenvalues of J is strictly

positive. This means that either the four eigenvalues are strictly positive, either the four

eigenvalues are strictly negative or either two eigenvalues are strictly positive and two eigen-

values are strictly positive. Note that as Tr(J ) = 2⇢ > 0 then the case in which the four

eigenvalues are strictly negative can be excluded. Moreover, the characteristic polynomial of

J writes:

Λ(X) = det(J �XI)

= (�� �X)

"

@ḃ

@!

✓

�
@ċ

@b
+X

@!̇

@b

◆

� (� + ⇢�X)

✓

�X(⇢�X) +
@ċ

@!

◆#

+ �✓
@ḃ

@!
X.

As a result, we have that:

Λ(0) = det(J ) > 0,

and:

Λ(��) = ��✓
@ḃ

@!
� < 0,

as � > 0, ✓ > 0, � > 0 and:

@ḃ

@!
= (⇢+ �)

↵⌘(1� ⌘!)↵�1(b+ ⌫!)��1 + ⌫(1� �)(1� ⌘!)↵(b+ ⌫!)��2

(1� �)(1� ⌘!)↵(b+ ⌫!)��2
> 0.

This means that Λ has a root in ]� �, 0[. In other words, J has at least one strictly negative

eigenvalue. Thus, the case where J has four strictly positive eigenvalues can also be excluded.

Therefore, by elimination, J has two strictly positive eigenvalues and two strictly negative

eigenvalues, which proves saddle path stability.

To finish the proof we shall study the comparative statics of the equilibrium with respect

to ✓, � and �. In the expression of the land use equilibrium the pollution terms ✓, � and � are

gathered in the term �✓
⇢+�

in the numerator and denominator of agricultural land use that is:
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e =

0

B
B
B
B
@

A↵⌘

✓

A�

⇡+ �✓
⇢+�

◆ �
1−�

⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢

1

C
C
C
C
A

1−�
1−↵−�

.

Thereby, as ✓ or � increases, the term �✓
⇢+�

increases which diminishes the numerator and

increases the denominator of e. As a result, agricultural land diminishes and land allocated

to renewable energy increases. On the contrary, if � increases, then the term �✓
⇢+�

decreases.

Thereby, an increase in pollution natural decay results in a decrease in renewable production

land allocation and an increase in agricultural land.

G. Proof of Proposition 6.

From the expression of the land allocated to renewable energy we directly have the stock of

installed renewable energy on this land being:

!e =
1

⌘

2

6
6
6
6
6
4

1�

0

B
B
B
B
@

A↵⌘

✓

A�

⇡+ �✓
⇢+�

◆ �
1−�

⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢

1

C
C
C
C
A

1−�
1−↵−�

3

7
7
7
7
7
5

.

Moreover, as the expression b+ ⌫! =

✓

A�(1�⌘!e)
↵

⇡+ �✓
⇢+�

◆ 1

1−�

is true at steady state then:

be =

"

A� (1� le)
↵

⇡ + �✓
⇢+�

# 1

1−�

� ⌫!e =

"

A� (1� le)
↵

⇡ + �✓
⇢+�

# 1

1−�

�
⌫

⌘
le.

Now the comparative statics for !m in ✓, � and � is very straightforward from the previous

comparative statics for le. Indeed, as !e = le
⌘
then the monotony of !e with respect to ✓, �

and � is the same as the one of le. Regarding le, the pollution terms ✓, � and � are both in

the term �✓
⇢+�

in the numerator of



A�(1�le)
↵

⇡+ �✓
⇢+�

� 1

1−�

, as well as in the expression of le. Yet, as

✓ or � increases, the �✓
⇢+�

increases, thereby reducing



A�(1�le)
↵

⇡+ �✓
⇢+�

� 1

1−�

in the expression of be.

Moreover, as le increases when ✓ or � increases then the terms in �le in the expression of be

decreases. As a result, be decreases with respect to ✓ and �. On the contrary, as � increases,

the �✓
⇢+�

decreases, thereby increasing



A�(1�le)
↵

⇡+ �✓
⇢+�

� 1

1−�

in the expression of be. Moreover, as
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le decreases when � increases then the terms in �le in the expression of be increases. As a

result, be increases with respect to � which completes to proof of Proposition 6.

H. Proof of Proposition 7.

As !̇ = A(1� ⌘!)↵(b+ ⌫!)� � ✓P � c� ⇡b then at steady state we get that:

ce = A(1� ⌘!e)
↵(be + ⌫!e)

� � ⇡be � ✓Pe.

We express steady state consumption as a function of the stock of renewable energy at steady

state:

ce = A(1� ⌘!e)
↵(be + ⌫!e)

� � ⇡be � ✓Pe

= A(1� ⌘!e)
↵(be + ⌫!e)

� �

✓

⇡ +
✓�

�

◆

be

= A(1� ⌘!e)
↵

"

A� (1� ⌘!e)
↵

⇡ + �✓
⇢+�

# �
1−�

�

✓

⇡ +
✓�

�

◆"

A� (1� ⌘!e)
↵

⇡ + �✓
⇢+�

# 1

1−�

� ⌫!e

=

2

4A

 

�

⇡ + �✓
⇢+�

!�
3

5

1

1−�

(1� �)(1� ⌘!e)
↵

1−� +

✓

⇡ +
✓�

�

◆

⌫!e.

Therefore, deriving the steady state consumption w.r.t. the stock of renewable energy leads

to:

@ce

@!e
= �↵⌘

2

4A

 

�

⇡ + �✓
⇢+�

!�
3

5

1

1−�

(1� ⌘!e)
↵+�−1

1−� +

✓

⇡ +
✓�

�

◆

⌫.

Moreover as @2ce
@!e

2 = �
1� ↵� �

1� �
| {z }

>0

↵⌘2

"

A

✓

�

⇡+ �✓
⇢+�

◆�
# 1

1−�

(1�⌘!e)
↵+�−1

1−�
�1

< 0 then the stock

of renewable energy !ge which maximizes steady state consumption is such that:

@ce

@!e
= 0 () ↵⌘

2

4A

 

�

⇡ + �✓
⇢+�

!�
3

5

1

1−�

(1� ⌘!ge)
↵+�−1

1−� =

✓

⇡ +
✓�

�

◆

⌫

() lge = ⌘!ge = 1�

0

B
B
B
B
@

A↵⌘

✓

A�

⇡+ � ✓
⇢+�

◆ �
1−�

⌫
⇣

⇡ + ✓�
�

⌘

1

C
C
C
C
A

1−�
1−↵−�

.

which ends the the proof of Proposition 7.
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I. Proof of Proposition 8.

As Ṗ = �b� �P then at steady state we get that Pe =
�be
�
. Therefore:

@Pe

@le
=
�

�

@be

@le
= �

�

�

"

A�

⇡ + �✓
⇢+�

# 1

1−�
↵

1� �
(1� le)

↵
1−�

�1

| {z }

<0

�
⌫

⌘
< 0,

meaning that as land use of renewable energy at steady state increases, the pollution decreases

and thus there is no interior stock of renewable energy land allocation that minimizes pollution

as there is one that maximizes consumption.

J. Proof of Proposition 9.

Writing the steady states expressions from Proposition 1 for the market problem with a price

on fossil fuels ⇡0 = ⇡ + �✓
⇢+�

where ⇡ is the price of fossil fuels for the environmental problem

proves the claim.

K. Proof of Proposition 10.

The Hamiltonian of the abatement problem writes as:

H = u(c) + �![A(1� ⌘! � ⇠)↵(b+ ⌫!)� � ✓P � c� ⇡b] + �P [�b� �P � f(⇠)].

Thus the F.O.C lead to:

8

>>>>>>><

>>>>>>>:

@H
@c

= 0 =) u0(c) = �!,

@H
@b

= 0 =) �![A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1 � ⇡] + ��P = 0,
@H
@⇠

= 0 =) ��!A↵(1� ⌘! � ⇠)↵�1(b+ ⌫!)� � �P f
0(⇠) = 0,

@H
@!

= �! [�A↵⌘(1� ⌘! � ⇠)↵�1(b+ ⌫!)� +A⌫�(1� ⌘! � ⇠)↵(b+ ⌫!)��1] = ⇢�! � �̇!,

@H
@P

= ��!✓ � ��P = ⇢�P � �̇P .

(4)

From (4.2) we can expression the shadow price of the stock of renewable energy price as a

function of the shadow price of pollution as

�! =
�

⇡ �A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1
�P ,
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and substituting �! in (4.5) leads to the following dimension 4 dynamic system in (�P ,�!,!, P ):

8

>>>>><

>>>>>:

!̇ = A(1� ⌘! � ⇠)↵(b+ ⌫!)� � ✓P � c� ⇡b,

Ṗ = �b� �P,

�̇! = [⇢+A↵⌘(1� ⌘! � ⇠)↵�1(b+ ⌫!)� �A⌫�(1� ⌘! � ⇠)↵(b+ ⌫!)��1]�!,

�̇P =
h

⇢+ � + �✓

⇡�A(1�⌘!�⇠)↵�(b+⌫!)�−1

i

�P .

(5)

Thus, at steady state, if c 6= 0 then �! 6= 0 and �P 6= 0 then from (4.5) we have that:

⇢+ � +
�✓

⇡ �A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1
= 0

() A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1 = ⇡ +
�✓

⇢+ �

() (b+ ⌫!)��1 =
⇡ + �✓

⇢+�

A(1� ⌘! � ⇠)↵�

() b+ ⌫! =

 

A� (1� ⌘! � ⇠)↵

⇡ + �✓
⇢+�

! 1

1−�

.

Thereby as for the proof of Proposition 5 we get that, if ⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢ > 0, the land

allocated to agricultural production is given by:

a =

0

B
B
B
B
@

A↵⌘

✓

A�

⇡+ �✓
⇢+�

◆ �
1−�

⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢

1

C
C
C
C
A

1−�
1−↵−�

=

2

4A

✓
⌘

⌫
·

↵

(⇡ � ⇡e)

◆1��
 

�

⇡ + �✓
⇢+�

!�
3

5

1

1−↵−�

.

From (4.3) we get that:

f 0(⇠) = �
�!

�P
A↵(1� ⌘! � ⇠)↵�1(b+ ⌫!)�

=
�

A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1 � ⇡
A↵(1� ⌘! � ⇠)↵�1(b+ ⌫!)� ,

and at steady state (5.4) leads to:

�✓

A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1 � ⇡
= ⇢+ �.

Thereby we get:
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f 0(⇠) =
⇢+ �

✓
A↵(1� ⌘! � ⇠)↵�1(b+ ⌫!)�

=
⇢+ �

✓
A↵(1� ⌘! � ⇠)↵�1

 

A� (1� ⌘! � ⇠)↵

⇡ + �✓
⇢+�

! �
1−�

=
⇢+ �

✓
A↵

 

A�

⇡ + �✓
⇢+�

! �
1−�

0

B
B
B
B
@

⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢

A↵⌘

✓

A�

⇡+ �✓
⇢+�

◆ �
1−�

1

C
C
C
C
A

=
⇢+ �

✓

0

@
⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢

⌘

1

A .

Finally, as f(⇠) = µ⇠✏ we get that f 0(⇠) = µ✏⇠✏�1 and thus:

µ✏⇠✏�1 =
⇢+ �

✓

0

@
⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢

⌘

1

A () ⇠a =



µ✏ ·
⌘

⌫
·

✓

(⇢+ �)(⇡ � ⇡e)

� 1

1−✏

,

which ends the proof of Proposition 10. The stability analysis is equivalent to the one from

environmental problem in the proof of Proposition 5.

L. Proof of Proposition 11.

First, let’s assume that fossil price is such that ⇡ > ⇢
⌫
. Therefore the problem is well defined

for all ✓ > 0 and:

0a(✓) = �
A⌘↵�

⌫

"

1� ↵

1� ↵� �

✓
1

⇡ � ⇡e

◆ ↵
1−↵−�

�
⇢+�

(⇡ � ⇡e)2

✓
1

⇡ � ⇡e + ⇡m

◆ �
1−↵−�

+
�

1� ↵� �

✓
1

⇡ � ⇡e

◆ 1−�
1−↵−�

�
⇢+�

(⇡ � ⇡e + ⇡m)2

✓
1

⇡ � ⇡e + ⇡m

◆↵+2�−1

1−↵−�

#

< 0.

Thereby, land allocation to agricultural production decreases as production sensitivity to

pollution rises. This land is therefore allocated to mitigations measures and we shall study

the trade off in the reallocation of agricultural land. Note that from the above expression,

we directly see that 0a increases with respect to ✓. Thus a is convex, that is 00a(✓) > 0 for

all ✓ > 0. Moreover:

0a(0) = �
A⌘↵�

⌫

"

1� ↵

1� ↵� �

✓
1

⇡ � ⇢
⌫

◆ ↵
1−↵−�

�
⇢+�

(⇡ � ⇢
⌫
)2

✓
1

⇡

◆ �
1−↵−�

+
�

1� ↵� �

✓
1

⇡ � ⇢
⌫

◆ 1−�
1−↵−� �

(⇢+ �)⇡2

✓
1

⇡

◆↵+2�−1

1−↵−�

#

< 0.
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Regarding land allocation to abatement we have that:

⇠0a(✓) =
⇡ � ⇢

⌫

1� ✏


µ⌘✏

⌫(⇢+ �)

✓✏

(⇡ � ⇡e)2�✏

� 1

1 −✏

.

Therefore, ⇠0a(0) = 0 and ⇠0a(✓) > 0 for all ✓ > 0. As a result, land allocated to abatement

always increase as pollution sensitivity increases, which proves the first part of the claim.

The second part of the claim is the evolution of the land allocated to renewable energy

as sensitivity increases. Taking the second derivative of abatement policy with respect to

pollution sensitivity leads to:

⇠00a (✓) =
⇡ � ⇢

⌫

(1� ✏)2

✓
µ⌘✏

⌫(⇢+ �)

◆ 1
1 −✏


✓✏

(⇡ � ⇡e)2�✏

� ✏
1 −✏


✏✓✏�1(⇡ � ⇡e)

2�✏ + ✓✏(2� ✏)(⇡ � ⇡e)
1�✏⇡0

e

(⇡ � ⇡e)4�2✏

�

.

Thus, as ⇡ > ⇢
⌫
then:

⇠00a(✓) � 0 () ✏✓✏�1(⇡ � ⇡e)
2�✏ + ✓✏(2� ✏)(⇡ � ⇡e)

1�✏⇡0e � 0

() ✏(⇡ � ⇡e)� ✓
�

⇢+ �
(2� ✏) � 0

() ✏⇡ +
�✓✏

⇢+ �
�
⇢✏

⌫
� 2

✓�

⇢+ �
+

�✓✏

⇢+ �
� 0

() ✓ 
✏(⇢+ �)

2�(1� ✏)

⇣

⇡ �
⇢

⌫

⌘

.

Therefore, ⇠a has one inflection point ✓̂ = ✏(⇢+�)
2�(1�✏)

�
⇡ � ⇢

⌫

�
> 0 as ⇡ > ⇢

⌫
, bellow which the

abatement policy is convex with respect to sensitivity, that is ⇠00a(✓) > 0 for all ✓ < ✓̂. Finally,

as la = 1� a � ⇠a then l0a = �(0a + ⇠0a) and thus:

l0a(0) = �(0a(0) + ⇠0a(0)) = �0a(0) > 0,

as ⇠0a(0) = 0 and 0a(0) < 0, and from Assumption 5 we have that 0a(✓̂) + ⇠0a(✓̂) > 0, which

implies:
l0a(✓̂) = �(0a(✓̂) + ⇠0a(✓̂)) < 0.

Therefore, as ⇠0a and 0a are strictly monotonous and continuous on [0, ✓̂[ then there exists

one and only one ✓̃ 2 [0, ✓̂[ such that l0a(✓̃) = 0. Moreover, from Assumption 5 we have that:

8✓ � ✓̂ ⇠0(✓) + 0(✓) > 0 () 8✓ � ✓̂ l0a(✓) < 0.

Thus, land allocation towards renewable energy has one and only one extremum that is

✓̃ 2 [0, ✓̂[, and as a and ⇠a are both convex in [0, ✓̂[ then 00a(✓̃) > 0 and ⇠00a(✓̃) > 0. Thereby:

l0a(✓̃) = �(00a(✓̃) + ⇠00a(✓̃)) < 0,

which proves that the threshold ✓̃ for production sensitivity to pollution is a maximum for

land allocation to renewable energy and completes the proof of Proposition 11.
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M. Proof of Proposition 12.

From Proposition 3 we have that Pa = �ba�f(⇠)
�

therefore:

@Pa

@⇠
=

�⌫
⌘
� f 0(⇠)

�
= 0 () f 0(⇠) =

�⌫

⌘
.

Thus, as f(⇠) = µ⇠✏ then the abatement policy ⇠P which minimizes pollution is such that:

f 0(⇠P ) =
�⌫

⌘
() ⇠P =

✓
⌘µ✏

�⌫

◆ 1

1−✏

,

with:
@2Pa

@⇠2

�
�
�
�
⇠=⇠P

= �f 00(⇠P ) = (1� ✏)
| {z }

>0

µ✏⇠✏�2
P

| {z }

>0

> 0,

which shows that ⇠P indeed minimizes steady state pollution.

Moreover, be ea = ba + ⌫!a the energy level at steady state then the consumption at

steady state writes as:

ca = A(1� ⇠ � ⌘!a)
↵e�a � ⇡ba � ✓

✓
�ba � f(⇠)

�

◆

.

Finally, as ea =

✓

A�↵
a

⇡+ �✓
⇢+�

◆ 1

1−�

then @ea
@⇠

= @

↵
1−�
a

@⇠
= 0 and @ba

@⇠
= ⌫

⌘
, therefore:

@ca

@⇠
=
✓

�
f 0(⇠)�

⌫

⌘

✓

⇡ +
�✓

�

◆

= 0 () f 0(⇠) =
�⌫

⌘✓

✓

⇡ +
�✓

�

◆

.

Hence, the abatement policy ⇠c which maximizes consumption is such that:

f 0(⇠c) =
�⌫

⌘✓

✓

⇡ +
�✓

�

◆

() ⇠c =

0

@
✓⌘µ✏

�⌫
⇣

⇡ + �✓
�

⌘

1

A

1

1−✏

,

with:
@2ca

@⇠2

�
�
�
�
⇠=⇠c

=
✓

�
f 00(⇠c) = (✏� 1)

| {z }

<0

✓

�
µ✏⇠✏�2

c
| {z }

>0

< 0,

which shows that ⇠c indeed maximizes steady state consumption and ends the proof of Propo-

sition 12.
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N. Proof of Proposition 13.

Writing the Hamiltonian of the abatement problem with the transfert ⌧⇠ leads to:

H = u(c) + �![A(1� ⌘! � ⇠)↵(b+ ⌫!)� � ✓P � c� ⇡b+ ⌧⇠] + �P [�b� �P � f(⇠)].

Thus the F.O.C lead to:

8

>>>>>>><

>>>>>>>:

@H
@c

= 0 =) u0(c) = �!,

@H
@b

= 0 =) �![A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1 � ⇡] + ��P = 0,
@H
@⇠

= 0 =) �![⌧ �A↵(1� ⌘! � ⇠)↵�1(b+ ⌫!)� ]� �P f
0(⇠) = 0,

@H
@!

= �! [�A↵⌘(1� ⌘! � ⇠)↵�1(b+ ⌫!)� +A⌫�(1� ⌘! � ⇠)↵(b+ ⌫!)��1] = ⇢�! � �̇!,

@H
@P

= ��!✓ � ��P = ⇢�P � �̇P .

(6)

From (6.2) the expression of the shadow price of the stock of renewable energy price as a

function of the shadow price of pollution as:

�! =
�

⇡ �A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1
�P ,

and substituting �! in (6.5) leads to the following dimension 4 dynamic system in (�P ,�!,!, P ):

8

>>>>><

>>>>>:

!̇ = A(1� ⌘! � ⇠)↵(b+ ⌫!)� � ✓P � c� ⇡b,

Ṗ = �b� �P,

�̇! = [⇢+A↵⌘(1� ⌘! � ⇠)↵�1(b+ ⌫!)� �A⌫�(1� ⌘! � ⇠)↵(b+ ⌫!)��1]�!,

�̇P =
h

⇢+ � + �✓

⇡�A(1�⌘!�⇠)↵�(b+⌫!)�−1

i

�P .

(7)

Thus, at steady state, if c 6= 0 then �! 6= 0 and �P 6= 0 then from (6.5) we have that:

⇢+ � +
�✓

⇡ �A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1
= 0

() A(1� ⌘! � ⇠)↵�(b+ ⌫!)��1 = ⇡ +
�✓

⇢+ �

() (b+ ⌫!)��1 =
⇡ + �✓

⇢+�

A(1� ⌘! � ⇠)↵�

() b+ ⌫! =

 

A� (1� ⌘! � ⇠)↵

⇡ + �✓
⇢+�

! 1

1−�

.

Thereby as for the proof of Proposition 10 we get that, if ⌫
⇣

⇡ + �✓
⇢+�

⌘

� ⇢ > 0, the land
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allocated to agricultural production is given by:

1� ⌘! � ⇠ =
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Finally from (6.3) we get that:

f 0(⇠) = �
�!

�P
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and at steady state (7.4) leads to:
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Thereby we get:
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Finally, as f(⇠) = µ⇠✏ we get that f 0(⇠) = µ✏⇠✏�1 and thus:

⌧ =
⌫

⌘
(⇡ � ⇡e)�

✓

⇢+ �

µ✏

⇠1�✏
,

which ends the proof of Proposition 13.
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Chapter 3

Soil pollution diffusion in a spatial

agricultural economy

Abstract

There exists a pressing need to analyze the impact of agriculture on soil fer-
tility. This paper develops a spatial growth model for an agricultural economy,
in which pollution diffuses across space. In order to produce, the economy needs
fertile soil, naturally bounded by the amount of available land. When regions
have not yet reached their maximal soil fertility, they can locally invest in abate-
ment in order to reduce soil pollution. Once a location reaches this maximum of
fertile land, the economy is split in two: a fertile region and a polluted region.
We analytically show how the polluted region can either stagnate at low levels
of fertility, or catch up with the fertile region. Our results are numerically illus-
trated, including the resiliency of the economy to recover from pollution shocks.

Keywords: Spatial dynamics, Soil pollution diffusion, Agricultural economy,
Sturm-Liouville theory, Dynamic programming, Numerical methods.

Journal of Economic Literature: C61, O44, Q15, Q56, R11.

This chapter builds on the eponymous research paper co-written with Carmen Camacho. All
errors remain mine.
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1 Introduction

Soil is the complexe mixture of air, water, mineral particles, organic matter and liv-

ing organisms which sits on Earth’s crust top layer. Besides hosting the major part

of known and unknown biodiversity, soils perform specific functions and provide with

fragile ecosystems services vital to the biosphere durability as well as to human activ-

ities. In addition to providing with 99% of the world’s food production (Kopittke et

al., 2019), soils provide with a broad range of other ecosystems services such as the

regulation of green house gaz emissions by acting as a carbon sink or flood mitigation.

Needless to say that the value of such services is colossal. In McBratney et al. (2017),

the authors estimate that the economic value in the US of soils services reaches $11.4

trillion. Yet, soils and its many ecosystems services are very fragile and are being af-

fected by the human activity in many ways. In this research, we focus in particular on

how the agricultural activity and its inappropriate practices, such as the excessive use

of fertilizers, increases environmental pressure on soils. Indeed, in 2017, the United Na-

tions Convention to Combat Desertification (UNCCD) estimated that the agricultural

sector, by itself, is responsible for a loss in 24 billion tonnes every year in fertile soil

(UNCCD, 2017). Among other things, such loss in fertile soil implies worldwide risks

in food security, as food demand will keep increasing in the next decades, pushed by

global population growth. Reducing the impact of agriculture practices on soil fertility

is therefore becoming urgent, and this research proposes a theoretical framework in

which is analyzed the impacts of agricultural pollution externalities on soils fertility.

The official definition for soil pollution has been formalized in 2015 by The In-

tergovernmental Technical Panel on Soils (ITPS) as “the presence of a chemical or

substance out of place and/or present at a higher than normal concentration that has

adverse effects on any non-targeted organism” (ITPS, 2015).1 Anthropogenic activities

are the main sources of soil pollution and, unfortunately, there is no lack of examples:

wars, mining, former factory sites, accidental oil leakage, over use of fertilizers, etc...

Concerns are now growing all around the world since the Status of the World’s Soil

Resources Report identified soil pollution as one of the main threat to soils ecosystems

services. In our case, we narrow our analysis research to soil pollution caused by in-

appropriate agricultural practices such as the over use of fertilizers. Two categories

1Note that “soil pollution” shall not be used as a synonym for “soil contamination” as ITPS also
formalized the definition of the latter which only occurs when “the concentration of a chemical or
substance is higher than would occur naturally but is not necessarily causing harm.” (ITPS, 2015).
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Note that if this increase in the use of fertilizers is very clear and pronounced at

a global level, this trend highly depends on the local regulations in charge of agri-

cultural practices. For instance, due to a lack of strict environmental regulations in

Asia regarding soil pollution, the use of fertilizer in this region have been continuously

increasing since the 1960’s. This intensive use of fertilizers in Asia, and particularly in

China, must be taken very seriously as 19% of all Chinese agricultural soils are now

categorized as polluted by the Chinese Environmental Protection Ministry (CCICED,

2015). In contrast, after an even more important growth in the use of fertilizer in

Europe between 1960 and 1980, their use abruptly decreased by almost 50% around

the year 1990, and took on a rather constant trend in the following decades as shown in

Figure 1. Such decrease in the use of nitrogenous fertilizers in Europe can directly be

related to the EU Nitrate Directive of 1991 which aimed at “preventing nitrates from

agricultural sources polluting ground and surface waters and by promoting the use

of good farming practices” (EU Commission, 1991). Among other things, this shows

that soil pollution awareness due to agricultural practices, as well as clear political

convictions regarding soil conservation, can lead to significative changes in the trend

of agricultural practices. Yet, the current European legislations could still be more

stringent as soil pollution has been identified as the third threat to soil functions in

Europe by The Intergovernmental Technical Panel of Soil (ITPS, 2015).

Hence, our research proposes the theoretical foundation for the analysis of soil pol-

lution diffusion emerging from the lack of regulations regarding agricultural practices,

and in particular regarding the use nitrogenous fertilizers responsible for diffuse pollu-

tion into soil. In order to understand where we stand, let us mention that the economics

of soil conservation has a long tradition of interdisciplinary thinking, borrowing tools

and concepts from related disciplines such as ecology or agronomy. For instance, in

the early days of soil economics Ciriacy-Wantrup (1968) borrowed from ecology the

concept of damage thresholds, therefore leading to an analysis of soil while considering

irreversible damages in its fertility due to agricultural production. Yet, the economics

of soil conservation did not initially attract all the attention it now deserves, as ac-

cording to Burt (1981) : “the most obvious reason for this apparent lack of interest

in the subject is the view that advances in technology have made soil resources per

se of less consequence for agricultural production”. However, our new understandings

regarding the high sensitivity of soils to agricultural production, precisely led the field

of soil economics to analyse the complex interactions between agricultural practices
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and soil fertility. As a seminal paper, let us mention Pope et al. (1983), in which the

authors analysis the interrelationships among soil loss, topsoil depth, net farm income,

and technological progress and provide with the optimal policies in soil conservation

which maximizes net farm incomes. Similarly, McConnell (1983) and Barbier (1990)

also consider topsoil depth in their analysis. Such approach have the benefit to provide

with simple dynamic models, yet are very reductive regarding soils’ characteristics.

Since, the linkage between agricultural practices and soil quality has grew in complex-

ity. For instance, in Smith et al. (2000) the authors develop a dynamic model for soil

quality in order to evaluate optimal cropping systems while considering crop rotation,

tillage practices and fertilizers and characterize soils by their content in organic carbon,

inorganic carbon, pH, and salt. More recently, the question of soil conservation shifted

to the context of developing countries where it is thought that better soil management

practices could lead to the highest potential gains.2 Hence, the economics of soil con-

servation is by essence interdisciplinary, borrowing concepts to ecology and agronomy,

while touching upon different trends in the economic literature such as agricultural, en-

vironmental or development economics. Yet, to our knowledge, none has ever focused

their research specifically on the impact of diffuse soil pollution due to agricultural

practices, and in particular to the use of nitrogenous fertilizers.

This research aims precisely to fill in this gap by analyzing for the first time in

the soil economics literature the diffusion process of pollution into soil in a theoretical

perspective. To do so, we use a recently developed conceptual framework from a rather

novel trend in the economic literature being spatial growth models.3 We consider an

agricultural economy where the diffusion of pollution into soils is governed by Fick’s

law of motion, stating that the flux of soil pollution concentration at a location is

proportional to the pollution concentration gradient at this location (see Brock and

Xepapadeas (2008, 2010), Smith et al. (2009), La Torre et al. (2015), or Camacho and

Pérez-Barahona (2015)). Moreover, our economy is made of a continuum of locations

distributed along the unit circle,4 and each location is endowed with a given amount of

fertile soil. The unique agricultural good is locally managed, and can be either directly

consumed or reinvested to abate at least some of the pollution locally generated in the

2See for instance Antle et al. (2006), Hagos et al. (2006), de Graaf et al. (2008), Stephens et al.
(2012), Barrett et al. (2015), Bevis et al. (2017), or Berazneva et al. (2018).

3See Augeraud-Véron et al. (2019) for a very complete review on distributed optimal control
models applied to environmental economics.

4This is another classic specification used for spatial growth models in order to avoid additional
spatial contraints on the domain’s boundaries (see for instance Boucekkine et al. (2019)).
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agricultural production process. Our model is structurally close to Boucekkine et al.

(2018), since production is linear in fertile soil, and to Camacho and Pérez-Barahona

(2015), as the locally generated pollution, not only accumulates at the given site, but

also diffuses across locations through soils. Yet, there is a key difference with spatial

growth models which study the diffusion of wealth or air pollution, being that fertile

soil is naturally and locally bounded by the total amount of land that each location

disposes for their respective agricultural production. In other words, the local amount

of fertile soil cannot exceed the local amount of available land, in contrast with wealth

or air pollution which can accumulate indefinitely (or at least does not have a natural

upper bound as it the case for soils). Thereby this research presents an original problem

to the economics literature by considering fertile soil as a naturally bounded production

factor which leads us to consider that locations can succeed, or not, in making fertile

all their locally available land.

We describe analytically the optimal policies and resulting spatial-dynamics of the

economy in two separate phases. The first phase occurs when no location has yet

reached its local upper boundary for fertile soil, that is when all land is locally fertile.

In this first phase, policy maker takes into account spatial heterogeneities across the

economy, and local optimal consumption levels depend, among other factors, on local

abatement efficiency and local production technology. Despite being spatially hetero-

geneous, consumption grows at the same constant rate at all locations. Similarly, the

resulting optimal trajectories in fertile soil at each location grow at a constant rate

during this first phase. Once one location reaches its upper boundary in fertile soil,

the spatial-dynamics of the economy enters its second phase. In this second phase,

the economy is therefore divided in one fertile region, in which locations succeeded

in making fertile all their land, and a polluted region, in which locations has not yet

reached their upper boundary in fertile soil. The two regions are therefore separated

by a pollution frontier which evolves over time and space, according to the optimal

decisions taken in both the polluted and fertile region.

In the fertile region, the optimal choice of the policy maker is the autarky, in the

sense that each location consume what is locally produced. As a consequence, the

fertile locations only abate their own pollution while the other polluted region still

experiences diffusion of pollution. Contrary to the well-known results that apply when

the production factors are unbounded, the economy can here reach a steady state in

long-term situations with two distinct regions: a permanently fertile region, where all
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locations have attained their maximum for fertile soil, next to which a polluted region

where locations cannot reach their maximum level for fertile soil. Indeed, during the

convergence phase, the pollution from the less fertile regions is partially absorbed by

the more fertile regions. However, once diffusion towards the fertile region stops, the

polluted region may not be able to abate enough to eradicate its own pollution. If

this happens, the polluted region can stagnate at low levels of fertile soil and hence

never catch up with the fertile region. We analytically show how the emergence of one

permanently fertile region next to a permanently polluted region is caused precisely by

the diffusive aspect of pollution into soils.

Hence, from a modeling perspective, this research describes for the first time in

this literature the case of an economy with two regions, a fertile and a polluted region,

separated by a pollution frontier that can evolves geographically with time, accord-

ingly to regions’ optimal decisions. We investigate on the evolution of such dynamic

pollution frontier between the two regions, as well as on the possible emergence of two

distinct and permanent regions respectively polluted and fertile in the long-run steady

state. This research also provides with numerical exercices and show that in a spatially

homogeneous economy, initial disparities in soil fertility may not vanish with time if

the fertile region does not help absorbing the pollution from neighboring locations.

Moreover, we also assess numerically the resiliency of the economy to pollution shocks

by considering an initial state in which all locations have reached their upper bound in

fertile soil and by applying a localized pollution shock to one region (for instance, as

if one region suffers from an industrial catastrophe, which increases suddenly its local

soil pollution). Such “pollution stress tests” cover different cases depending on the

magnitude of the shock, the size of the affected region and the operating technology.

Overall, we show that if the economy uses a sufficiently advanced technology, then the

pollution shock can be absorbed with time by the economy through optimally localized

investments in pollution abatement. In such cases, the economy progressively relaxes

back to its initial fully fertile state. However, if technology is not sophisticated enough,

then the rather local initial pollution shock can diffuse all across the economy, at the

risk of affecting a too large area of the economy, above which the shock can no longer

be contained, leading therefore to global collapse.

The rest of the chapter is organized as follows. The spatial growth model is pre-

sented in section 2. Section 3 provides with the optimal solution for the policy maker

problem, describing the transit between the two phases of the spatial-dynamics as well
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as characterizing the dynamics of the pollution frontier between the polluted and the

fertile region. In Section 4, we run different numerical exercises, and provide with some

dynamic properties of the economy such as its resiliency to pollution shocks. Section 5

concludes. Proofs are gathered in the Appendix.

2 Soil pollution diffusion in a linear growth model

We consider a closed economy, where both land and households are distributed over

the unit circle on the plane, S = {(sin θ, cos θ) 2 R
2 : θ 2 [0, 2π]}. Each location θ 2 S

is populated by N(θ) individuals and is endowed with an amount of land L(t, θ).

Assumption 1. The spatial distribution of land, L(·) is given and independent of time.

Moreover, L(·) is either a constant or a linear function of space.

Assumption 1 implies that locations cannot increase their total land allocation.

Moreover, we suppose that land is composed of both fertile and polluted soil, LF and

LP respectively, such that L(θ) = LP (t, θ) + LF (t, θ). All locations produce a unique

agriculture good from the labour of local available fertile soil, according to the following

linear production function Y (t, θ) = A(θ)LF (t, θ), where A(θ) is the local production

technology at location θ. Note that our specification allows us to capture the most

general case regarding soil quality, that is local soil can be partly fertile and used for

agricultural production, yet even with a non-zero local concentration in pollution. In

such framework, the local concentration in soil pollution therefore writes as LP (t,✓)
L(✓)

and

is 1 when soil is totally polluted, in such case locations cannot locally produce, and

is 0 when soil is totally fertile, in such case locations reach their maximum yield. In

general, local concentration in pollution lies between 0 and 1, and local productivity

levels depends on the proportion of polluted and fertile soil at one location. Hence,

we do not consider a binary specification with, on the one hand, completely unusable

polluted soil, and on the other hand, fully fertile soil, as the aim of this research is to

study precisely the spatial-dynamics of pollution diffusion into soil.

The dynamics of soil pollution at one location is explained by three factors. First,

pollution diffuses accordingly to Fick’s law of motion, that is pollution diffuses from

more polluted locations to less polluted locations with a pollution flux proportional to

pollution gradient. The diffusion of soil pollution is therefore captured by D @2LP

@✓2
(t, θ),

where D is the diffusion coefficient. As this research proposes a first attempt to assess

soil pollution diffusion in a macrodynamic growth model, we shall therefore consider
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the simplest form for the diffusion coefficient, that is D is assumed both constant in

time and homogeneous in space. We therefore do not consider any seasonal effects nor

heterogeneities in soil porosity, which would lead us to study time and space dependent

diffusion coefficients.5 Second, fertile soil deteriorates locally according to its exploita-

tion by the agricultural activity. Indeed, the local agricultural production generates

some pollutant as a negative externality, which transforms fertile soil into polluted soil.

The local effect is measured as ν(θ)A(θ)LF (t, θ), where ν(θ) is the local sensitivity of

fertile soil with respect to pollution and A(θ)LF (t, θ) local production. Local sensitivity

ν(θ), can for instance be related to the use of different production technologies more

or less pollutant across space, or to a higher or lower level of biodiversity at θ, which

are a priori heterogeneous in space. Last but not least, soil pollution is reversible.

Indeed, as a first approximation, we suppose that polluted soil can be depolluted using

an abatement technology, independently of the local pollution level. A more accurate

specification for soil pollution dynamics would consider that abatement is feasible as

long as the pollution level does not cross a specific pollution threshold, above which

pollution damages become irreversible. Such critical zone for pollution reversibility has

been widely studied in both the ecologic (Dupouey et al., 2002; Chartier et al., 2006;

Gao et al., 2011) and economic (Le Kama et al., 2014) literature. Yet, in our research,

we shall not consider critical pollution levels, making therefore pollution irreversibility

out of our scope.6 Hence polluted soil can be reversibly changed in fertile soil through

investments in pollution abatement. Hence, if C(t, θ) denotes total consumption at

location θ at time t, then each location θ invests an amount A(θ)LF (t, θ)�C(t, θ) � 0

in abatement. Let φ(θ) be the local pollution abatement efficiency. Then the spatial

dynamics of polluted soil writes:

∂LP

∂t
(t, θ) = D

∂2LP

∂θ2
(t, θ) + ν(θ)A(θ)LF (t, θ)� φ(θ)[A(θ)LF (t, θ)� C(t, θ)].

Therefore, under Assumption 1, one can write that @LF

@t
(t, θ) = �@LP

@t
(t, θ), and the

evolution of fertile soil is described for all t > 0 and θ 2 S by:

8

<

:

@LF

@t
(t, θ) = D @2LF

@✓2
(t, θ) + A(θ)[φ(θ)� ν(θ)]LF (t, θ)� c(t, θ)N(θ)φ(θ),

LF (0, θ) = L0
F (θ), θ 2 S,

(1)

5Such complex, yet more general, specification for diffusion coefficients could very well be analyzed
following an other method from Boucekkine et al. (2020), yet is out of the scope of our research.

6Examining irreversible pollution damages would lead us to consider an additional negativity con-

straint on fertile soils first time derivative, that is ∂LF (t,θ)
∂t

 0 above a local pollution threshold
concentration. Yet, as mentioned, irreversibility is out of the scope of this present research.
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where A(θ)[φ(θ) � ν(θ)] is the net land productivity. Total consumption, C(t, θ), is

the product of the per-capita consumption c(t, θ) and the location’s time-independent

exogenous population N(θ). Hereafter the chapter utilizes and analyses only LF . Nev-

ertheless, it is straightforward to obtain the corresponding results for LP .

Let us now introduce the linear operator L defined for all functions u in the Hilbert

space of function from S to R by, Lu(θ) := Du00(θ) + A(θ)[φ(θ)� ν(θ)]u(θ). Then (1)

can be rewritten as:

∂LF

∂t
(t, θ) = LLF (t, θ)� c(t, θ)N(θ)φ(θ), (2)

where the initial distribution of LF is known, LF (0, θ) = L0
F (θ) for all θ 2 S. Operator

L is well behaved when applied to twice differentiable functions, measurable in S. We

say a function φ defined on S, regular and non-identically zero, is an eigenfunction

of L, with associated eigenvalue λ 2 R if Lφ(x) = λφ(x). Coddington and Levinson

(1955) proved that there exists a countable set of eigenvalues {λn}n�0, which can be

ordered as a decreasing sequence. It can be proven that the first eigenvalue of L, λ0, is

an eigenvalue with multiplicity 1, all other eigenvalues have either multiplicity 1 or 2.7

Besides, e0, the eigenfunction associated to λ0, is strictly positive on the unit circle and

one can set
R 2⇡

0
e20(θ)dθ = 1. Moreover, the eigenfunctions of L form an orthonormal

basis in L2(S) and the sequence of eigenvalues tends to �1, while the eigenfunction

en associated to λn has n zeros in [0, 2π].8

Finally, we assume there exists a policy maker, whose aim is to maximize overall

welfare. Welfare is measured as the time integral from time 0 of the present value

of the spatial aggregate of individuals’ utility. Here, utility depends solely on per

capita consumption, c, and it is measured by a constant inter-temporal elasticity of

substitution function of parameter σ 2 R. Knowing that the policy maker discounts

time at a constant rate ρ, her problem writes as:

max
c

Z 1

0

e�⇢t

✓
Z 2⇡

0

c(t, θ)1��

1� σ
N(θ)dθ

◆

dt, (3)

subject to (1) and:

0  LF (t, θ)  L(θ), (4)

c(t, θ) � 0, for all θ 2 S, and t � 0. (5)

7The multiplicity of an eigenvalue is the number of times it appears in this sequence.
8See Appendix A for a brief introduction to abstract dynamic systems in infinite dimensions. For

further details see Coddinton and Levinson (1955) or Brown et al. (2013).
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Our model is structurally close to Boucekkine et al. (2013) and Boucekkine et al.

(2018), since production is linear in fertile soil. As in previous works, all land is labored

at all locations, independently of the distribution of population. Nevertheless, there is

a key difference with all previous work from the literature: the production factor, here

fertile soil, is naturally bounded. From this, we shall now give the following definition:

Definition 1. The economy is said to be in Phase 1 (resp. Phase 2) when the constraint

on fertile soil LF expressed in (4) is not binding (resp. is binding).

Thus, our present analysis faces new challenges as it leads to the description of

optimal trajectories in two separate phases, that is before and after one location locally

reaches its boundary, when all soil at this location becomes fertile. Most remarkable,

the policy maker will play an active role in Phase 1, during which no location has

reached its boundary, by indirectly redistributing consumption from fertile to polluted

locations. Finally, we face an additional theoretical challenge, namely the description of

the dynamic frontier dividing the region at the maximum of fertile soil, and the region

still in transition. Here we make use of Stefan’s equation in which the frontier evolves

following the gradient of pollution. A detailed description is provided in Section 3.2.

3 Optimal policy and the evolution of fertile soil

This section provides with the optimal solution to the policy maker problem introduced

in the previous section. In particular, we show that the economy transits through

two phases. In Phase 1, each location’s land is divided between fertile and polluted

soil. During such phase, the amount of fertile soil evolves steadily at a constant rate,

which can either be positive or negative. Phase 2 starts whenever fertile soil at a

single location attains the maximum or the minimum value, that is, L(θ) or 0. We

characterize the entire path for optimal consumption and for fertile soil when the

model’s parameters are heterogeneous in space. We have relegated to the Appendix

most technical material as well as all the article’s proofs.

3.1 Dynamics within the bounds

Beforehand, we shall make the following assumption regarding discount rate:

Assumption 2. ρ > λ0(1� σ), where λ0 the first eigenvalue of the problem Lu = λu.
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In the following, we shall work exclusively under Assumption 2 as it provides with

the positivity of the value function, and ensures the finiteness of the inter-temporal util-

ity as in Boucekkine et al., (2018). Moreover, let us define hLF i(t) :=
1
2⇡

R 2⇡

0
LF (η, t)dη,

the instantaneous spatial mean value for a given fertile soil distribution LF (·, t) at time

t. We provide next with the optimal solution for fertile soil and consumption in Phase 1,

that is, when no location have reached their local maximum of fertility level.9

Proposition 1. Under Assumptions 1 and 2, the optimal spatial dynamics of fertile

soil in Phase 1, L⇤
F (t, θ) is the solution of:

dL⇤
F

dt
(t, θ) = LL⇤

F (t, θ)� [φ(θ)N(θ)]
σ−1
σ N(θ)

1
σ (α0e0(θ))

� 1
σ

Z 2⇡

0

L⇤
F (t, η)α0e0(θ)dη,

where L⇤
F (t, θ) < L(θ) for all t � 0 and θ 2 S, and the dynamics for its mean value

writes as:

hL⇤
F i(t) = hL0

F ie
gt,

for all t � 0, where L0
F (θ) = LF (0, θ) is the initial distribution of fertile soil.

Moreover, optimal consumption c⇤ can be expressed as:

c⇤(t, θ) = [φ(θ)α0e0(θ)]
� 1

σ egt
Z 2⇡

0

L0
F (η)α0e0(θ)dη, (6)

where α0 2 R is defined as:

α0 =



σ

ρ� λ0(1� σ)

Z 2⇡

0

[φ(η)e0(η)]
� 1−σ

σ N(η)dη

�

σ
1−σ

.

e0 is the first eigenvector of the problem Lu = λu associated to the first eigenvalues λ0,

and g = �0�⇢

�
is the growth rate of the economy.

Proposition 1 shows that both fertile soil mean and consumption grow at a constant

and homogeneous rate g from t = 0. Hence, although consumption varies across

locations, consumption grows at the same rate across space, and if g is positive, then

consumption increases continuously with time at all locations. In contrast, as land is

9Note that although we have separated the presentation of the optimal solution in the two phases
for the sake of exposition, the optimization problem is solved globally from t = 0 taking into account
the eventuality of reaching the upper bound for LF at certain locations (see Appendix B). Using the
optimal conditions found in Appendix B, Appendix C finds the explicit optimal solution in Phase 1,
while Appendix F provides us with the optimal solution in Phase 2 that we provide in Section 3.2.
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naturally bounded, fertile soil cannot increase forever. Some locations will attain their

maximum in a finite time τ > 0. At such time τ , the economy enters Phase 2, that

is, when the fertile soil constraint (4) is binding at least at one location. We describe

Phase 2 in the following section. Note that, if g < 0, then fertile soil tends to zero

at all locations, and the economy vanishes. This situation could also be considered as

reaching Phase 2, although we opt here to focus on the case of a second phase with

g > 0 and available fertile soil.

The proposition also reveals the existence of a sustainable level for the time discount

rate ρ̃ = λ0. If the policy maker weights enough the future generations, ρ < ρ̃, she

sacrifices current consumption to increase abatement and guarantee future generations’

consumption. In this case g > 0 and at least some locations attain the maximum of

fertile soil. If ρ = ρ̃, then g = 0 and the economy stagnates and remains at the initial

situation. When the policy maker is not altruistic enough, ρ > ρ̃, then g < 0 and

she prefers current consumption to abatement, endangering the future of fertile soil,

production and consumption.

As in Boucekkine et al. (2018), the policy maker cannot disregard the heterogeneity

of the economy in her optimal decision. Despite weighting the welfare of each individual

equally, consumption per capita varies across locations. Note that c⇤ in (6) depends

on the location characteristics via φ and e0. However, since the analytical form of

e0 is typically not computable, we cannot provide a detailed analytical description of

the effect of the different factors on c⇤. Similarly, when A, φ, ν and N are spatially

distributed and when D 6= 0, the growth rate g in our general set-up depends on the

first eigenvalue λ0 of the L operator, with g = �0�⇢

�
, and does not have a closed-form

formula for heterogeneous spatial characteristics.

Yet, under specific hypothesis on the model’s parameters we can provide closed form

formulas for the eigenvectors and eigenvalues of the operator. As a result, closed forms

are also obtained for growth rate g, the distribution in consumption c⇤ and in fertile soil

L⇤
F . In particular, we develop next two applications of the general framework for which

solutions are fully analytically tractable. First, we consider a diffusive homogeneous

economy, where A, φ, ν and N are homogeneous, yet with potentially an heterogeneous

initial fertile soil distribution. Secondly, we analyse the role of diffusion by comparing

these results to the case of an unconnected economy made of spatially independent

locations, that is, when pollution does not diffuse across locations, hence D = 0.
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Proposition 2. In a diffusive homogeneous economy, where the distributions for A,

φ, ν and N are constant in space, optimal fertile soil in Phase 1 can be expressed as:

L⇤
F (t, θ) = hL0

F ie
gt +

X

n�1

hL0
F , enien(θ)e

�nt, 8θ 2 S and 8t 2 [0, τ [,

where L0
F is the initial fertile soil distribution, en the nth eigenvector of the problem

Lu = λu associated to the nth eigenvalue λn, with λn = A(φ� ν)�Dn2 for n � 0 and

τ the time at which the economy reaches Phase 2.

Moreover, the optimal growth rate of consumption is independent of the pollution

diffusion coefficient D and of population N and writes as:

g =
λ0 � ρ

σ
=

A(φ� ν)� ρ

σ
.

For the homogeneous economy, the expression for the optimal fertile soil distribution

is very convenient. Indeed, L⇤
F can be written as the sum of its mean value, hL0

F ie
gt,

and a second term,
P

n�1hL
0
F , eniene

�nt, with zero mean. Since neither g nor L0
F depend

on the diffusion coefficient D, then the first term does not depend on D either. Hence,

the effects of pollution are gathered in the second term, that is, in the eigenvalues λn.

Note that if D > A(φ� ν), then λn < 0 for n � 1. Hence, if diffusion is strong enough,

the second term vanishes to zero with time and fertile soil is only driven by its initial

mean value in the long-run. This is all the more true as diffusion D increases.

Next let us consider the case of an homogeneous unconnected economy in which

D = 0. Here, soil pollution no longer diffuses so that the quality of the soil is inde-

pendent from one location to another. As a matter of fact, it is as if the economy

was made of independent and unconnected locations where the activity of one location

does not affects its neighbors. Hence, the spatial dynamic optimal control problem

presented in Section 2 reduces to a simpler problem, which is to be solved for each

location independently. In what follows we analyze and quantify the gains and losses

when locations belong to a diffusive economy with positive growth. We define the

consumption transfer distribution as:

Γ(t, θ) := cA(t, θ)� cD(t, θ),

where cA is the consumption distribution in the unconnected economy and cD the

consumption distribution in the diffusive economy. In other words, Γ measures the

losses in consumption from entering a diffusive economy. Whenever Γ(t, θ) is positive
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at a given (t, θ), location θ would be better off alone at time t, consumption-wise.

Obviously, since the contrary is also true, the economy will be made of losers and

winners at all times.

Proposition 3. When A, φ, ν and N are homogeneous, the consumption profiles are:

cA(t, θ) =
ρ+ A(φ� ν)(σ � 1)

Nσφ
L0
F (θ)e

gt,

cD(t, θ) =
ρ+ A(φ� ν)(σ � 1)

Nσφ
hL0

F ie
gt,

where, L0
F is the given initial fertile soil distribution and hL0

F i its mean value. The two

consumption profiles grow at the same rate g = A(��⌫)�⇢

�
and the consumption transfer

distribution depends on the initial distribution in fertile soil L0
F (θ) and writes as:

Γ(t, θ) =
ρ+ A(φ� ν)(σ � 1)

Nσφ

⇥

L0
F (θ)� hL0

F i
⇤

egt.

Proposition 3 proves that whether pollution diffuses or not, homogeneous economies

grow at the same rate. In both cases, if the net productivity A(φ � ν) is not large

enough, that is if A(φ � ν) < ρ, then g < 0 and consumption decreases. Therefore,

there is an abatement efficiency threshold ⇢

A
+ ν above which the economy prospers.

Hence, even in a diffusive economy, each location needs to abate efficiently so as to

compensate its own pollution, or else the economy collapses. In other words, no location

can rely on positive spillovers from its neighbors, and this despite diffusion.

However, although consumption growth rates are identical, the distributions in con-

sumption differ. In the unconnected economy, locations’ consumption depends solely

on their own initial endowment of fertile soil and spatial inequalities consumption-wise

across locations persist in time. Note how consumption grows at a constant rate g and

does not adjust to current values of fertile soil, building on the initial land endowment

as reference. In contrast, consumption distribution in the diffusive economy is homo-

geneous in space, even starting from an heterogeneous initial distribution L0
F . Finally,

Assumption 2 implies here that ρ + A(φ � ν)(σ � 1) > 0. Therefore, if at location θ,

L0
F (θ) is above the economy’s initial mean value, then Γ(t, θ) > 0, and thus location θ

always transfers consumption (indirectly). Therefore, the policy maker induces larger

abatement efforts to the initially more fertile and productive regions so they can absorb

pollution from other locations, which thanks to that, can increase their consumption.
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Note that contrary to Phase 1, consumption in the polluted region S does not grow

at a constant rate. Among other things, its growth rate is linked to the evolution of

the pollution frontier [θ1(t), θ2(t)], that is the borders of S, and to abatement efficiency

φ. In contrast, consumption in the fertile region S̄ is constant in time, yet hetero-

geneous in space, as it depends exclusively on locations’ local characteristics. More

productive locations, those less populated and those with a higher total land endow-

ment consume more. Moreover, optimal consumption policy in S̄, can be rewritten as

φ(AL � c⇤N) = νAL, ensuring that each location in the fertile region abates its own

pollution, therefore avoiding pollution diffusion from the surrounding locations in S

and no longer contributing to the abatement of their pollution.

Finally, in the long-term in Phase 2, either all locations converge to their own

boundary for fertile soil, either there exists a region in which pollution diffuses forever

and in which fertile soil never reaches its maximum.

Proposition 5. In Phase 2, the economy can reach a steady state in which S = S̄ [S

at all t, where θ1(t) = θ̄1 and θ2(t) = θ̄2, with θ̄1, θ̄2 2 R. fertile soil equals total land

in S̄, and consumption is given by (7). In the polluted region S, the steady state for

fertile soil L̄F is solution to DL̄00
F + A(φ� ν)L̄F = 0.

Proposition 5 presents one of the main findings of this chapter: in the case of a

diffusive economy, that is D 6= 0, the polluted region S in Phase 2 may fall in a sort

of environmental poverty trap and never catch up with the fertile region. This result

is not necessary straightforward as it provides with the existence of an heterogeneous

steady state in fertile soil, that is the emergence of fertility patterns, even in the case

of an homogeneous economy. Note that the emergence of such soil patterns in the

polluted region S is a direct effect of pollution diffusivity as, if D = 0, then the steady

state for fertile soil in S is L̄F = 0.

4 Numerical experiments

The previous section provides with analytical solutions in fertile soil and consumption

in the two phases of the economy. Here, we shall present numerical exercises to shed

light on some of the remaining open questions that were not analytically accessible.

More precisely, subsection 4.1 studies the dependency of the optimal solution on the

spatial heterogeneity of the model components in Phase 1. We explore the case of a
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Usually, when the technological coefficient is constant it is assumed that A = 1 for

illustration purposes as in Boucekkine et al. (2018) or Camacho and Pérez-Barahona

(2015). For the same illustrative reason, when technology is constant we choose A =

0.2 to underline that the economy is agricultural and it uses a relatively backward

technology. In the cases where A is spatially heterogeneous, A will be an exponential

function as we explain below. φ is equal to 2, ν is 0.2 and population is homogeneous

and equal to 10.

4.2.1 Convergence towards the fertile economy

This exercise presents the continuation of the optimal solution studied in 4.1 and

depicted in Figure 5, in which the central region attains Phase 2 at τ = 36.2. From

that moment onwards, locations at the maximum of fertile soil only abate to maintain

their maximum level and diffusion only takes place across the borders of the fertile

area. That is, locations with the largest amount of fertile soil stop absorbing pollution

from neighboring locations. For locations in transition towards their maximum, this

change comes as a shock and pollution rises. Let us underline that the passage from

Phase 1 to Phase 2 was foreseen from t = 0 and it is by no means a shock, it is an

optimal adaptation pattern. Figure 9 shows how at locations around θ = 0 (or θ = 2π),

fertile soil drops from 7.9 to 7.4. Then abatement rates increase in S and fertile soil

starts growing again so that the polluted region catches up with the fertile one. The

right panel in Figure 9 shows the growth rate of fertile soil. Note that in contrast to

Phase 1, the growth rate is not in the least constant in time nor spatially homogeneous.

Locations where fertile soil had dropped in the most severe manner grow the fastest.

Figure 9: Dynamics in Phase 2 towards the fertile economy for φ = 2.
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stock of pollution, trying to preserve consumption in as much as possible, sacrificing

abatement temporarily. Additionally, we know that once pollution is present in the

soil, it accumulates in time. As a result, after the initial shock, polluted land rockets.

We begin by the case of the homogeneous technology, depicted on the left column of

Figure 10.

In a second moment after the shock, pollution diffuses over space pushing the

frontiers of the polluted region, so that the region with polluted land expands. As the

top graphs show in Figure 10, the polluted region becomes stable in size for some time,

reducing the level of pollution. Nevertheless, this situation is not stable. Indeed, the

fall in polluted land is followed by a very slow and subtle accumulation of pollution in

all locations of the polluted region. Once a threshold of total pollution is reached, the

region cannot abate enough. As a result, pollution starts diffusing spatially, pushing the

frontiers of the polluted region outwards. At that moment there is a massive uprise in

pollution everywhere. Indeed, not only local pollution accumulates in time by its own

production, but it also receives pollution from neighboring locations. Again, locations

tend to preserve consumption, diminishing abatement, which makes pollution increase

locally. Noteworthy, in this example, locations at the maximum of fertile soil at the

beginning, and which do not abate more than needed locally, end up being highly

polluted by the diffusion mechanism.

In sharp contrast, when the shocked region has a technological advantage, locations

can overcome the shock by adapting their consumption and abatement during the initial

moments (see graphs on the right of Figure 10). Although polluted land increases

during the first moments, the central locations are more productive and can produce

more using less land and hence polluting less. This mechanism counterbalances the

shock, explaining why the central region absorbs all pollution in an extremely short

period of time.

In a second example, we subject the economy to an enormous shock both in terms

of the area covered and the amount of fertile soil lost. Indeed, in this example,

LF (0, θ) = 0.1L(θ) for θ 2 [ 2
10
2π, 8

10
2π]. That is, the catastrophic region represents

60% of the entire land, and it loses 90% of its fertile soil. Figure 11 shows the re-

sults for both a homogeneous and a heterogeneous technology. When technology is

spatially homogeneous, the catastrophic region experiences a rise in pollution from the

beginning. Augmenting further emissions of pollution, which add to the pre-existing

pollution locally, and which diffuse spatially to the adjacent locations. A self-reinforcing
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a relatively small and backward region cannot absorb nor diffuse enough pollution,

accumulating it locally instead.

5 Conclusion

This chapter develops a spatial growth model accounting for the diffusion of pollution

into soils. We provide with the explicit optimal trajectories for fertile and polluted soil

in space and time, while considering the persistence of pollution into agricultural soils.

We faced two major challenges. First, the production factor, fertile soil, is here, locally

and naturally bounded by the amount of available land at each location. Second, space

can be divided in regions, one of which could have attained the maximum of fertile

soil. Borrowing the Stefan’s equation from Physics, we have modeled the dynamics of

the pollution frontier between the region in which fertile soil is at its maximum, and

the region in which there is a share of polluted soil.

The boundedness of the production factor defines two phases in the dynamics of

fertile soil. We described a first phase in which all locations have some polluted land,

during which fertile soil and consumption grow at the same constant rate at all lo-

cations. Eventually, some locations eradicate all pollution and reach their maximum

for fertile soil. Here the dynamics change radically. Locations at the maximum stop

absorbing pollution coming from the yet struggling and polluted area. As a result, it

may be the case that the polluted regions will never reach their potential maximum

for fertile soil, remaining forever in a sort of environmental poverty trap, that is at a

steady state with some share of polluted soil. This possibility has been analytically

proven and numerically explored. We have indeed shown that economies could reach

a spatially heterogeneous steady state after a catastrophic pollution shock when their

technology is not advanced enough.

Therefore, and surprisingly enough, spatial pollution patterns can emerge even from

an economy that is endowed with homogeneous technological and soil characteristics.

We think that the emergence of such heterogeneous soil fertility patterns is precisely

the effect of diffuse soil pollution in a spatially distributed agricultural economy.
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Appendices

A. Mathematical Preliminaries

We represent (2) as an abstract dynamical system in infinite dimension.12 Its solutions belong

to L2(S), defined as:

L2(S) = {f : S �! R |

Z 2⇡

0
| f(✓) |2 d✓ < 1}.

For any two functions f, g in L2(S), their inner product is defined as< f, g >=
R 2⇡
0 f(✓)g(✓)d✓,

and f ’s norm is then | f |2=< f, f >=
R 2⇡
0 f2(✓)d✓. L2(S) endowed with the inner product

< ·, · > is a Hilbert space. Since we cannot take derivatives on all elements of L2(S), let us

define three spaces that will help us defining the domain of L:

H0
+(S) := {f 2 L2(S) : f(·) � 0, and f(·) 6= 0},

H1(S) := {f 2 L2(S) : 9f’ in weak sense and belongs to L2(S)},

H2(S) := {f 2 L2(S) : 9f’ in weak sense and belongs to H1(S)}.

Hence, the domain of L is H2(S) and L is well defined on this domain. Operator L is self-

adjoint since for any two f, g 2 H2(S), < Lf, g >=< f,L⇤g >=< f,Lg >. Note first that

the Laplacian operator is closed in its domain, H2(S), and it generates a semigroup on L2(S).

Since the second factor in L is bounded, we can conclude that our operator L is closed in its

domain, D(L) = H2(S) and it generates a C0 semigroup.

The Laplacian operator generates a C0 semigroup in the following sense. Let A be a

closed linear operator defined on L2(S) (for simplicity), and consider the following initial

value problem:

y0(t) = Ay(t),

y(0) = y0 2 L2(S), given.

If the operator A is bounded, then the solution to this problem is given by:

y(t) = etAy0 :=

1
X

j=0

tjAjy0

j!
.

12A similar account can be found in Boucekkine et al. (2013). For a deeper insight see Bensoussan
et al. (2007).
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If we define ZA(t) = etA, then ZA(t+ s) = ZA(t)ZA(s), and ZA(0) = 1. As mentioned in p.

89 in Bensoussan (2007), there is a one-to-one correspondence between the group (R,+) and

the subset ZA = {ZA(t) : t 2 R} in L(S), or in particular in L2(S) under composition “�”.

So we say that (ZA, �) is a group. When A is unbounded like in the case of the Laplacian

operator, then one can define ZA only for t � 0 and s � 0 in general. We say then that ZA

is a semigroup.

The most useful property of semigroups hinges on the following relationship. The in-

finitesimal generator A of Z is the linear operator in S defined by:

D(A) = {x 2 S : such that lim
h!0+

Z(h)x� x

h
exists},

and Ax = limh!0+
Z(h)x�x

h for all x 2 D(A). Then, we have that:

d

dt
Z(t)x = AZ(t)x = Z(t)Ax.

Given the set of admissible trajectories for LF , we can define the set of admissible strate-

gies for c, C as:

C(L0
F ) = {c 2 L1

loc(R
t, L2(S)+) : LF 2 H0, for all t � 0}.

Finally, the objective functional is:

J(L0
F ; c) :=

Z 1

0
e�⇢tU(c)dt,

where:

U(c) =

Z

S

c(t, ✓)1��

1� �
N(✓)d✓.

The value function associated to our problem is then:

V (L0
F ) := sup

c
J(L0

F ; c).

B. Necessary optimal conditions

Although our problem is close to Boucekkine et al. (2013) and Boucekkine et al. (2018),

it differs from then in that our problem the productive factor is bounded. In particular,

boundedness implies that at a given point in time, the productive factor could be zero or attain

its maximum. Most importantly, the policy maker needs to take into account the eventuality
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of reaching one of the boundaries, and that the economy could be split in two regions. Not

knowing how to deal with the fullfledged problem using dynamic programming alone, the

authors resort to an optimal control approach. Hence, first, using Ekeland’s variational

principle, we obtain the set of necessary conditions for our problem. Then we will go back

and forth from optimal control to dynamic programming, being aware of the awkwardness

it generates. As said earlier, the inclusion of (moving) frontiers and the possibility two

coexisting and unconnected regions make us combine different approaches. We explain next

all details.

The set of necessary optimal conditions obtained though the variational principle has the

main shortcoming of including a reverse time parabolic partial differential equation, which

renders our problem difficult to analyse. For this reason, we resort to dynamic programming

to obtain the exact expression of the optimal solution before any location reaches the bound-

ary. Fortunately, and since the optimal solution is unique (see Camacho and Pérez-Barahona,

2015), we can prove that the solution obtained through dynamic programming also satisfies

the set of optimal conditions obtained via optimal control when fertile land lies within its

boundaries. Then, we shall prove that during this first regime fertile land grows at a constant

and spatially homogeneous rate, steadily increasing or decreasing with time. As a result, one

location will eventually reach a boundary for fertile land. At that moment, the solution enters

in the second phase. Here, some of the locations have attained the maximum level of fertile

land, while others are still transiting. Once locations reach the bound, they stop investing in

pollution abatement.

In order to apply Ekeland’s variational principle, let us write the value function V (·)

associated to problem (2)-(5):

V (c, LF , , µ) =

Z 1

0

Z 2⇡

0
e�⇢t c(t, ✓)

1��

1� �
N(✓)d✓dt

�

Z 1

0

Z 2⇡

0
 (t)

✓

@LF

@t
(t, ✓)�D

@2LF

@✓2
(t, ✓)�A(✓)[�(✓)� ⌫(✓)]LF (t, ✓) + c(t, ✓)N(✓)�(✓)

◆

d✓dt

�

Z 1

0

Z 2⇡

0
µ(t, ✓) (L(✓)� LF (t, ✓)) d✓dt�

Z 1

0

Z 2⇡

0
⇠(t, ✓)LF (t, ✓)d✓dt.

Then, assuming there exists an optimal solution and that any solution to our problem

can be written as a deviation from the optimal solution we obtain:

c(t, ✓) = c⇤(t, ✓) + ✏C(t, ✓),

LF (t, ✓) = L⇤
F (t, ✓) + ✏LF (t, ✓).
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V becomes then a function of ✏. To optimize V (·) boils down to minimizing the deviation. At

the optimal ✏⇤, @V (✏∗)
@✏

= 0. We use that the auxiliary variables  , µ and ⇠ are C1 functions,

so that  (t, 0) =  (t,⇡), µ(t, 0) = µ(t,⇡), ⇠(t, 0) = ⇠(t,⇡); and  x(t, 0) =  x(t,⇡), µx(t, 0) =

µx(t,⇡), ⇠x(t, 0) = ⇠x(t,⇡). Since LF 2 C1, it is also true that LF (t, 0) = LF (t, 2⇡) and

LF,x(t, 0) = LF,x(t, 2⇡). Then, since V is continuously differentiable in c and LF , after

applying integration by parts, we can compute @V (✏)
@✏

as:

@V (✏)

@✏
=

Z 1

0

Z 2⇡

0
e�⇢tc(t, ✓)��C(t, ✓)N(✓)d✓dt

�

Z 1

0

Z 2⇡

0
[� t(t, ✓)LF (t, ✓)�D xx(t, ✓)LF (t, ✓)] d✓dt

�

Z 1

0

Z 2⇡

0
[A(✓)[�(✓)� ⌫(✓)] (t, ✓)LF (t, ✓) + C(t, ✓)N(✓)�(✓)] d✓dt

+

Z 1

0

Z 2⇡

0
[µ(t, ✓)� ⇠(t, ✓)]LF (t, ✓)d✓dt,

with limt!1  (t, ✓)LF (t, ✓) = 0, for all ✓ 2 S. Along with the transversality condition, we

obtain the following condition on LF and  :

 (t, ✓)r✓LF (t, ✓) |
2⇡
0 = r✓ (t, ✓)LF (t, ✓) |

2⇡
0 , (9)

where r✓ is the space integral of L.

Collecting the terms multiplying C and LF , and detrending  , we obtain the following

set of necessary optimal conditions for all ✓ 2 S and for all t > 0:

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

 (t, ✓) = 1
�(✓)c(t, ✓)

��,

 t(t, ✓) +D xx(t, ✓) +A(✓)[�(✓)� ⌫(✓)] (t, ✓)� ⇢ (t, ✓) + µ(t, ✓)� ⇠(t, ✓) = 0,

µ(t, ✓) (L(✓)� LF (t, ✓)) = 0,

⇠(t, ✓)LF (t, ✓) = 0.

Recalling that L (t, ✓) = D xx(t, ✓) + A(✓)[�(✓) � ⌫(✓)] (t, ✓), we can rewrite the second

equation as:

 t(t, ✓) + L (t, ✓)� ⇢ (t, ✓) + µ(t, ✓)� ⇠(t, ✓) = 0.

Note that if LF lies within its bounds, then both µ(t, ✓) and ⇠(t, ✓) are identically zero. Hence,

we can provide a set of necessary conditions when fertile land is between the lower and the

upper bound, at all locations.
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(I)

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

@LF

@t (t, ✓) = LLF (t, ✓)� c(t, ✓)N(✓)�(✓),

 (t, ✓) = 1
�(✓)c(t, ✓)

��,

 t(t, ✓) + L (t, ✓)� ⇢ (t, ✓) = 0,

limt!1  (t, ✓)LF (t, ✓) = 0.

Hence (I) describes the optimal dynamics of the economy when no location has reached a

bound.

The second phase is triggered whenever a location reaches the upper bound for fertile

land.13 In this case, we assume that S = S [ S̄, where S̄ is the set of locations that have

reached the upper bound. Hence, for all ✓ 2 S̄:

LF (t, ✓) = L(✓), LF,t(t, ✓) = 0 and LF,xx(t, ✓) = 0,

which implies that c(t, ✓) = A(✓)�(✓)�⌫(✓)
�(✓)

L(✓)
N(✓) , 8t � 0.

However, when analizing the set of optimal conditions in S, we need to pay special

attention to the border. The border condition (9) becomes:

 (t, ✓)r✓LF (t, ✓) |
✓2(t)
✓1(t)

= r✓ (t, ✓)LF (t, ✓) |
✓2(t)
✓1(t)

. (10)

Hence, in the second phase at all t:

(II)

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

@LF

@t (t, ✓) = LLF (t, ✓)� c(t, ✓)N(✓)�(✓),

 (t, ✓) = 1
�(✓)c(t, ✓)

��,

 t(t, ✓) + L (t, ✓)� ⇢ (t, ✓) = 0, 8✓ 2 S,

 (t, ✓)r✓LF (t, ✓) |
✓2(t)
✓1(t)

= r✓ (t, ✓)LF (t, ✓) |
✓2(t)
✓1(t)

,

limt!1  (t, ✓)LF (t, ✓) = 0,

and:

LF (t, ✓) = L(✓), LF,t(t, ✓) = 0 and LF,xx(t, ✓) = 0,

c(t, ✓) = A(✓)�(✓)�⌫(✓)
�(✓)

L(✓)
N(✓) , 8✓ 2 S̄.

13When fertile land reaches the lower bound, dynamics are similar to the case of the upper bound
except that consumption becomes zero at locations with zero fertile land.

213



APPENDICES Chapter 3.

C. Proof of Proposition 1. Optimal solution in Phase 1.

As explained in Appendix 5, we cannot be sure that the optimal solution we obtain using

dynamic programming focusing on the time period before the border is reached coincides

with the optimal solution of a policy maker that considers the problem globally, that is,

taking into consideration the second phase. What we do here is to prove that actually, the

explicit solution one obtains using dynamic programming for the first phase fulfill the set of

necessary conditions obtained via optimal control. This way, we overcome to problems. First,

one cannot find an explicit solution to the set of necessary conditions. Second, one cannot

be sure that the solution provided by dynamic programming takes into account Phase 2. By

proving that both strategies coincide, we can obtain an explicit optimal solution.

As previously explained, we will apply dynamic programming to answer the following

question: before a single location reaches the frontier, what would be the optimal solution

indicated by dynamic programming ? Remember that in this case the policy does not take

into account the possibility of changing regime in the future. Nevertheless, we prove in this

appendix that the specific solution we find verifies the set of necessary optimal conditions

obtained through optimal control.

In Phase 1, the Hamilton-Jacobi-Bellman (HJB) equation associated to the previous

optimal control problem can be written as:

⇢v(LF ) = h LF ,Lrv(LF ) i + sup
c

⇢

h
c1��

1� �
N, i � h �cN,rv(LF ) i

�

.

Let ĉ := argmax
n

h c1−σ

1��
N, i � h �cN,rv(LF ) i

o

. ĉ verifies that:

ĉ��N = �Nrv(LF ) () ĉ = [�rv(LF )]
� 1

σ .

Therefore:

sup
c

⇢

h
c1��

1� �
N, i � h �cN,rv(LF ) i

�

= h
ĉ1��

1� �
N, i � h �ĉN,rv(LF ) i

= h
1

1� �
[�rv(LF )]

� 1
σ N, i � h �N [�rv(LF )]

� 1
σ ,rv(LF ) i

=
1

1� �
h [�rv(LF )]

� 1−σ
σ N, i � h [�rv(LF )]

� 1−σ
σ N, i =

�

1� �
h [�rv(LF )]

� 1−σ
σ N, i .

We look for a solution that can be written as:

v =
h LF ,↵0e0 i 1��

1� �
, (11)
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with ↵0 2 R. Hence if v is defined by (11), then rv(LF ) = hLF ,↵0e0i
��↵0e0. Plugging this

solution in the HJB equation leads to the following equation in ↵0:

⇢

1� �
h LF ,↵0e0 i 1�� = h LF , hL,↵0e0i

��L↵0e0 i +
�

1� �
hLF ,↵0e0 i 1��h (�↵0e0)

� 1−σ
σ N, i

= �0hLF ,↵0e0i
1�� +

�

1� �
hLF ,↵0e0 i 1��

Z 2⇡

0
(�(⌘)↵0e0(⌘))

� 1−σ
σ N(⌘)d⌘.

Dividing by h LF ,↵0e0 i 1��:

⇢

1� �
= �0 +

�

1� �

Z 2⇡

0
(�(⌘)↵0e0(⌘))

� 1−σ
σ N(⌘)d⌘

()
⇢� �0(1� �)

�
= ↵

� 1−σ
σ

0

Z 2⇡

0
(�(⌘)e0(⌘))

� 1−σ
σ N(⌘)d⌘.

Since by Assumption 2:

⇢� �0(1� �) > 0,

then ↵0 obtains as:

↵0 =



�

⇢� �0(1� �)

Z 2⇡

0
(�(⌘)e0(⌘))

� 1−σ
σ N(⌘)d⌘

�

σ
1−σ

.

Moreover, we have that:

L0
F = LLF � (�N)

σ−1
σ N

1
σ (↵0e0)

� 1
σ h LF ,↵0e0 i .

Thus 8Φ 2 D(L):

d

dt
h LF ,Φ i = h LLF ,Φ i � h L,↵0e0 i h (�N)

σ−1
σ N

1
σ (↵0e0)

� 1
σ ,Φ i

= h LF ,LΦ i � h L,↵0e0 i h (�N)
σ−1
σ N

1
σ (↵0e0)

� 1
σ ,Φ i .

In particular, for Φ = ↵0e0:

d

dt
h LF ,↵0e0 i = h LF ,�0↵0e0 i � h LF ,↵0e0 i h (�N)

σ−1
σ N

1
σ (↵0e0)

� 1
σ ,↵0e0 i

= [�0 � h (�N)
σ−1
σ N

1
σ (↵0e0)

� 1
σ ,↵0e0 i ]h LF ,↵0e0 i .

Let g be g := �0 � h (�N)
σ−1
σ N

1
σ (↵0e0)

� 1
σ ,↵0e0i. Then we can write the expression above

as:
d

dt
h LF ,↵0e0 i = gh LF ,↵0e0 i.
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which can be solved as:

h LF ,↵0e0 i = h L0
F ,↵0e0 i egt, (12)

where L0
F is the initial distribution for fertile soil. Optimal consumption can be expressed as:

c⇤ = [�rv(LF )]
� 1

σ = ��
1
σ [h LF ,↵0e0 i ��↵0e0 i ]�

1
σ = ��

1
σ h LF ,↵0e0 i (↵0e0)

� 1
σ .

Using (30) we obtain optimal consumption in terms of the initial distribution of fertile land,

the model parameters and g:

c⇤ = ��
1
σ (↵0e0)

� 1
σ h L0

F ,↵0e0 i egt.

Finally when we obtained the expression of ↵0, it was shown that:

⇢� �0(1� �)

�
=

Z 2⇡

0
(�(z)N(z)↵0e0(z))

� 1−σ
σ N(z)

1
σ dz.

Therefore, a simpler expression of g can be derived as:

g = �0 �

Z 2⇡

0
(�(z)N(z)↵0e0(z))

� 1−σ
σ N(z)

1
σ dz = �0 �

⇢� �0(1� �)

�
=
�0 � ⇢

�
.

With this explicit solution in hand, the next step is to prove that it actually verifies the set

of necessary conditions in (I). We claim that:

c⇤(t, ✓) = (�(✓)↵0e0(✓))
� 1

σ egt
Z 2⇡

0
L0
F (z)↵0e0(z)dz,

is the optimal solution in Phase 1. As said, let us prove next that actually this solution

verifies the optimal necessary conditions (I). Since  (t, ✓) = 1
�(✓)c(t, ✓)

��, then:

 (t, ✓) = ↵0e0(✓)e
��gt

✓
Z 2⇡

0
L0
F (z)↵0e0(z)dz

◆��

, (13)

and its partial derivatives are:

 t(t, ✓) = ��g (t, ✓),

 x(t, ✓) = ↵0e
0
0(✓)e

��gt
⇣

R 2⇡
0 L0

F (z)↵0e0(z)dz
⌘��

,

 xx(t, ✓) = ↵0e
00
0(✓)e

��gt
⇣

R 2⇡
0 L0

F (z)↵0e0(z)dz
⌘��

.

Substituting into:

 t(t, ✓) + L (t, ✓)� ⇢ (t, ✓) + µ(t, ✓) = 0,
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checking that L (t, ✓) = �0 (t, ✓), and letting µ(t, ✓) ⌘ 0, we do obtain that the solution in

(34) satisfies the optimality condition whenever g = �0�⇢
�

.

Finally, once we have proven that both solutions coincide, we close this proof showing

that aggregated land grows at rate g. Since h LF ,↵0e0 i = h L0
F ,↵0e0 i egt then:

Z 2⇡

0
LF (t, ✓)e0(✓)d✓ =

Z 2⇡

0
L0
F (✓)e0(✓)e

gtd✓ ()

Z 2⇡

0

⇥

LF (t, ✓)� L0
F (✓)e

gt
⇤

e0(✓)d✓ = 0.

Defining e0 := min[0,2⇡] e0(✓) and ē0 := max[0,2⇡] e0(✓), the following inequalities obtain:

e0

Z 2⇡

0

�

LF (t, ✓)� L0
F (✓)e

gt
�

d✓ 

Z 2⇡

0

�

LF (t, ✓)� L0
F (✓)e

gt
�

e0(✓)d✓ = 0, (14)

and:

ē0

Z 2⇡

0

�

LF (t, ✓)� L0
F (✓)e

gt
�

d✓ �

Z 2⇡

0

�

LF (t, ✓)� L0
F (✓)e

gt
�

e0(✓)d✓ = 0. (15)

Hence, since e0(✓) > 0 8✓ 2 [0, 2⇡], then (14) and (15) imply that ē0 > 0 and e0 > 0. As a

result, (14) and (15) imply that:

Z 2⇡

0

�

LF (t, ✓)� L0
F (✓)e

gt
�

d✓  0, and

Z 2⇡

0

�

LF (t, ✓)� L0
F (✓)e

gt
�

d✓ � 0,

which implies that
R 2⇡
0

�

LF (t, ✓)� L0
F (✓)e

gt
�

d✓ = 0. Dividing by the length of the interval,

the result in terms of mean values obtains: hLF (t)i = egthL0
F i.

D. Proof of Proposition 2. The homogeneous and

diffusive economy.

We decompose fertile soil on the eigenvector basis as:

LF =
X

n�0

hLF , enien(✓) (16)

and look for the expression of the coefficients hLF , eni for n � 0.

Recall that A, � and ⌫, N 2 R. Thus, the eigenvalue problem can be written as the

following second order linear ordinary differential equation with constant coefficients:

u00 +
A(�� ⌫)� �

D
u = 0. (17)
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Any function u(✓) = C1 cos

✓

✓

q

A(��⌫)��
D + C2

◆

, whith (C1, C2) 2 R
2 is a solution to (17).

Note that since our problem is 2⇡ periodic, solutions obvioulsy need to verify u(0) = u(2⇡).

Imposing this boundary condition, we obtain that:

cos (C2) = cos

 

2⇡

r

A(�� ⌫)� �

D
+ C2

!

,

which holds if and only if:

2⇡

r

A(�� ⌫)� �n

D
+ C2 = C2 + 2n⇡, with n 2 Z =)

r

A(�� ⌫)� �n

D
= n.

Therefore, the nth eigenvalue of the problem and the associated nth eigenvector are:

�n = A(�� ⌫)�Dn2, (18)

and:

en(✓) = C1 cos

 

✓

r

A(�� ⌫)� �n

D
+ C2

!

= C1 cos

 

✓

r

A(�� ⌫)�A(�� ⌫) +Dn2

D
+ C2

!

= C1 cos (✓n+ C2) .

(19)

Here we need to analyze separatedly the cases n = 0 and n > 0:

1. When n = 0, we have that �0 = A(�� ⌫). As a result:

g =
�0 � ⇢

�
=

A(�� ⌫)� ⇢

�
.

From (19), e0(✓) = e0 = C1 cos(C2) is spatially homogeneous. As a result, hLF , e0ie0

can be written as:

hLF , e0ie0 = hL0
F , e0ie0e

gt = e20

Z 2⇡

0
L0
F (✓)d✓ egt.

Since eigenvectors form an orthonormal basis, we have that in particular
R 2⇡
0 e20d✓ = 1,

which implies that e20 =
1
2⇡ . As a result, we can write:

hLF , e0ie0 = hL0
F , e0ie0e

gt = hL0
F ie

gt.
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2. For n � 1, since the dynamics of fertile soil writes:

L0
F = LLF � (�N)

σ−1
σ N

1
σ (↵0e0)

� 1
σ h LF ,↵0e0 i,

and hLF , e0i = hL0
F , e0ie

gt, then:

d

dt
h LF , en i = h LLF , en i � h LF ,↵0e0 i h (�N)

σ−1
σ N

1
σ (↵0e0)

� 1
σ , en i

= h LF ,Len i � h LF ,↵0e0 i�n = �nh LF , en i � h L0
F ,↵0e0 i egt�n

with �n = h (�N)
σ−1
σ N

1
σ (↵0e0)

� 1
σ , en i. As �, N , and e0 are spatially homogeneous:

�n = (�N)
σ−1
σ N

1
σ (↵0e0)

� 1
σ

Z 2⇡

0
en(✓)d✓ = (�N)

σ−1
σ N

1
σ (↵0e0)

� 1
σ

Z 2⇡

0
C1 cos (✓n+ C2) d✓

= (�N)
σ−1
σ N

1
σ (↵0e0)

� 1
σ



C1

n
sin(✓n+ C2)

�2⇡

0

= 0.

Therefore:
d

dt
h LF , en i = �nh LF , en i,

and:

hLF , eni = hL0
F , enie

�nt.

Substituting h LF , e0 i e0 and h LF , en i en into (16), LF can be written as LF (t, ✓) =

hL0
F ie

gt +
P

n�1hL
0
F , eniene

�nt, which proves our claim.

E. Proof of Proposition 3. Consumption transfers.

This proof is structured in three steps. First, we obtain the optimal solution for the policy

maker problem in the un-connected economy. Second, we do the same for the diffusive

economy. In the third step, we use the previous results to compute consumption transfers.

1. We obtain optimal consumption cA(t) in the unconnected economy. Here, the social

planner solves the following problem for each location:

max
cA(t)

Z 1

0

c1��
A (t, ✓)

1� �
Ne�⇢tdt (20)

subject to:
(

L̇F (t, ✓) = A(�� ⌫)LF (t, ✓)� ΦNcA(t, ✓),

LF (0, ✓) = L0
F (✓) � 0

(21)
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for all t > 0 and ✓ 2 S1, with N,A,�, ⌫,Φ 2 R. The easiest way to solve problem (20)-(21)

is to define the associated Hamiltonian and to obtain a set of Pontryagin conditions. The

Hamiltonian associated to (20)-(21) writes as H(ca, LF ,�, t) =
c1−σ
A

1��
Ne�⇢t + �[A(�� ⌫)LF �

ΦNcA]. Taking the first order conditions of H with respect to cA and LF , we obtain:

(

@H
@cA

= 0 =) c��
A Ne�⇢t = ��N.

@H
@LF

= ��̇ =) ��̇ = �A(�� ⌫),

plus the transversality condition limt!1 LF (t, ✓)�(t) = 0. Let us define �̃ = �e⇢t. Then we

can express the dynamics of the co-state variable as
˙̃
� = ��̃ (A(�� ⌫)� rho). Since �̃ =

c−σ
A

�
,

then
˙̃
� = �

�c−σ−1
A

˙cA
�

and
˙̃
�

�̃
= �� ˙cA

cA
.

Let us define gA as c0As growth rate, i.e. gA := ˙cA
cA
, and as a result:

gA =
A(�� ⌫)� ⇢

�
,

and cA(t, ✓) = cA(0, ✓)e
gt. Note that gA = g, which proves that location’s consumption in

the unconnected and the diffusive economy grow at the same rate. Hereafter we will write g.

Finally, note that:

L̇F (t, ✓) = A(�� ⌫)LF (t, ✓)� �NcA(t, ✓) ()
L̇F (t, ✓)

LF (t, ✓)
= A(�� ⌫)� �N

cA(t, ✓)

LF (t, ✓)
.

Hence L̇F (t,✓)
LF (t,✓) = g along the balanced growth path, and as a result LF (t, ✓) = LF (0, ✓)e

gt =

L0
F (✓)e

gt, and:

cA(t, ✓) =
A

N��

h ⇢

A
+ (�� ⌫)(� � 1)

i

LF (t, ✓) =
A

N��

h ⇢

A
+ (�� ⌫)(� � 1)

i

L0
F (✓)e

gt.

2. Proposition 1 provided us with the trajectory for optimal consumption in the diffusive

economy, cD:

cD(t, ✓) = egt(�↵0e0(✓))
� 1

σ

Z 2⇡

0
L0
F (⌘)↵0e0(⌘)d⌘,

with:

↵0 =



�

⇢�A(�� ⌫)(1� �)

Z 2⇡

0
N(�e0(⌘))

� 1−σ
σ d⌘

�

σ
1−σ

and where e0(·) the first eigenvector of the problem Lu = �u. In Appendix D we proved that
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e0 is spatially homogeneous, so that:

↵0e0 =



�

⇢�A(�� ⌫)(1� �)

Z 2⇡

0
N(�e0)

� 1−σ
σ d⌘

�

σ
1−σ

e0

=

"

2⇡�N(�e0)
� 1−σ

σ

⇢�A(�� ⌫)(1� �)

#
σ

1−σ

e0 =
1

�



2⇡�N

⇢�A(�� ⌫)(1� �)

�
σ

1−σ

.

Therefore, we can prove that cD is homogeneous in space and obtain the following expression:

cD(t, ✓) = egt(�↵0e0)
� 1

σ

Z 2⇡

0
L0
F (⌘)↵0e0d⌘

= egt


2⇡�N

⇢�A(�� ⌫)(1� �)

�
1

σ−1 1

�



2⇡�N

⇢�A(�� ⌫)(1� �)

�
σ

1−σ
Z 2⇡

0
L0
F (⌘)d⌘

= egt
⇢�A(�� ⌫)(1� �)

2⇡�N�

Z 2⇡

0
L0
F (⌘)d⌘ =

⇢�A(�� ⌫)(1� �)

N��
hL0

F ie
gt.

3. Finally, let us compute consumption transfers. Using our previous results, ⌧(t, ✓)

obtains:

⌧(t, ✓) = cA(t, ✓)� cD(t, ✓) =
⇢+A(�� ⌫)(� � 1)

N��
L0
F (✓)e

gt �
⇢+A(�� ⌫)(� � 1)

N��
hL0

F ie
gt

=
⇢+A(�� ⌫)(� � 1)

N��

⇥

L0
F (✓)� hL0

F i
⇤

egt.

F. Proof of Proposition 4. Optimal solution in Phase 2.

In order to obtain the optimal trajectories in S(t), we need to start by defining the interior

product in S(t). For any two functions f, g in H2(S(t)), we define their interior product as:

h f, g iS =

Z ✓2(t)

✓1(t)
f(z)g(z)dz.

In Phase 2, the HJB equation is:

⇢v(LF ) = h LF ,Lrv(LF ) iS + sup
c

⇢

h
c1��

1� �
N, iS � h �cN,rv(LF ) iS

�

.

Let ĉ := argmax
n

h c1−σ

1��
N, iS � h �cN,rv(LF ) iS

o

. As in Appendix C, ĉ verifies that

ĉ = [�rv(LF )]
� 1

σ .

As in Phase 1, we also look in Phase 2 for a solution that can be written as v =
h LF ,�0e0 i1−σ

S

1��
, where �0 is this time a continuous function of time. e0 is the first eigen-
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vector associated to eigenvalue �0 of the eigenvalue problem: Lu = �u on S. Note that we

are borrowing the first eigenvector and eigenvalue from the problem on S and not restricting

the eigenvalue problem to S.

Operator L is self-adjoint on S only under certain assumptions. Indeed:

h LLF ,rv(LF ) iS =

Z ✓2(t)

✓1(t)
LLF (z)rv(LF )(z)dz

= r✓LF (z)rv(LF ) |
✓2(t)
✓1(t)

�

Z ✓2(t)

✓1(t)
r✓LF (z)r✓(rv(LF )(z))dz

= r✓LF (z)rv(LF ) |
✓2(t)
✓1(t)

�LF (z)r✓(rv(LF )) |
✓2(t)
✓1(t)

+

Z ✓2(t)

✓1(t)
LF (z)Lrv(LF )(z)dz.

Hence:

h LLF ,rv(LF ) iS = h LF ,L(rv(LF )) iS +r✓LF (z)rv(LF ) |
✓2(t)
✓1(t)

�LF (z)r✓(rv(LF )) |
✓2(t)
✓1(t)

,

and our operator is self-adjoint if and only if:

r✓LF (z)rv(LF ) |
✓2(t)
✓1(t)

= LF (z)r✓(rv(LF )) |
✓2(t)
✓1(t)

. (22)

Note that (22) coincides with (10), implying that operator L is self-adjoint in the subset of

optimal solutions.

Proceeding like in Appendix C, we substitute ĉ into the HJB equation and impose that

the solutions must be optimal, that is, that they verify (22):

⇢

1� �
h LF ,�0e0 i1��

S = h LF , hL,�0e0i
��L�0e0 iS +

�

1� �
hLF ,�0e0 i1��

S h (��0e0)
� 1−σ

σ N, iS

= �0hLF ,�0e0i
1�� +

�

1� �
hLF ,�0e0 i1��

S

Z

S
(�(⌘)�0e0(⌘))

� 1−σ
σ N(⌘)d⌘.

Hence, dividing on both sides by h LF ,�0e0 i1��
S :

⇢

1� �
= �0 +

�

1� �

Z

S
(�(⌘)�0e0(⌘))

� 1−σ
σ N(⌘)d⌘

()
⇢� �0(1� �)

�
= �

� 1−σ
σ

0

Z

S
(�(⌘)e0(⌘))

� 1−σ
σ N(⌘)d⌘.

By Assumption 2, ⇢� �0(1� �) > 0, so that:

�
1−σ
σ

0 =
�

⇢� �0(1� �)

Z

S
(�(z)e0(z))

� 1−σ
σ N(z)dz =

�

⇢� �0(1� �)
< (�(z)e0(z))

� 1−σ
σ N(z), >S .

(23)
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As a result, we can write ĉ as:

ĉ = [�rv(LF )]
� 1

σ = (��0e0)
� 1

σ < LF ,�0e0 >S . (24)

Taking the logarithm of (23) and derivating, we obtain �0’s growth rate:

1� �

�

�0,t(t)

�0(t)
=

d

dt
ln

Z

S
(�(z)e0(z))

� 1−σ
σ N(z)dz

=
N(✓2(t))[�(✓2(t))e0(✓2(t))]

� 1−σ
σ ✓̇2(t)�N(✓1(t))[�(✓1(t))e0(✓1(t))]

� 1−σ
σ ✓̇1(t)

R

S(�(z)e0(z))
� 1−σ

σ N(z)dz
.

(25)

Replacing ĉ in the original state equation for LF , we obtain that:

L0
F = LLF � �N (��0e0)

� 1
σ h LF ,�0e0 iS . (26)

Let us multiply (26) by �0e0, and compute the interior product restricting our analysis to

optimal solutions that verify (22):

h
d

dt
LF ,�0e0 iS = h LLF ,�0e0 iS � h (�N)

σ−1
σ N

1
σ (�0e0)

� 1
σ ,�0e0 iSh LF ,�0e0 iS

= h LF ,�0Le0 iS � h (�N�0e0)
−(1−σ)

σ N
1
σ , iSh LF ,�0e0 iS

= �0h LF ,�0e0 iS � h (�N�0e0)
−(1−σ)

σ N
1
σ , iSh LF ,�0e0 iS .

Note that we cannot solve the problem unless we transform h d
dtLF ,�0e0 iS . Indeed, when

the interior product changes with time, it is not straightforward to proceed as in Appendix

C. Note that:

d

dt
h LF ,�0e0 iS =

d

dt

Z ✓2(t)

✓1(t)
LF�0e0dz

=

Z ✓2(t)

✓1(t)

d

dt
LF�0e0dz +

Z ✓2(t)

✓1(t)
LF

d

dt
�0e0dz + LF (✓2(t))�0(t)e0(✓2(t))✓̇2(t)

� LF (✓1(t))�0(t)e0(✓1(t))✓̇1(t)

= h
d

dt
LF ,�0e0 iS + h LF ,�0,te0 iS + LF (✓2(t))�0(t)e0(✓2(t))✓̇2(t)

� LF (✓1(t))�0(t)e0(✓1(t))✓̇1(t).
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We finally obtain that:

h
d

dt
LF ,�0e0 iS =

d

dt
h LF ,�0e0 iS �

�0,t

�0
h LF ,�0e0 iS

� LF (✓2(t))�0(t)e0(✓2(t))✓̇2(t) + LF (✓1(t))�0(t)e0(✓1(t))✓̇1(t).

(27)

Replacing (22) and (27) into (26):

d

dt
h LF ,�0e0 iS =



�0 � h (�N)
σ−1
σ N

1
σ (�0e0)

� 1
σ ,�0e0 iS +

�0,t

�0

�

h LF ,�0e0 iS

+ LF (✓2(t))�0(t)e0(✓2(t))✓̇2(t)� LF (✓1(t))�0(t)e0(✓1(t))✓̇1(t).

(28)

Using (23), and removing the time variable for simplicity:

d

dt
h LF ,�0e0 iS =



�0 � ⇢

�
+
�0,t

�0

�

h LF ,�0e0 iS + �0

⇣

LF (✓2)e0(✓2)✓̇2 � LF (✓1)e0(✓1)✓̇1

⌘

.

(29)

We can solve (29) in two stages:

1. First, we solve the homogeneous equation:

h LF ,�0e0 iS = h LF ,�0e0 iS(⌧)e
R t

τ

⇣

λ0−ρ

σ
+

β0,t
β0

⌘

ds

= h LF (⌧),�0(⌧)e0 ie
λ0−ρ

σ
(t�⌧)e

R t

τ

β0,t
β0

ds
= h LF (⌧),�0(⌧)e0 ie

λ0−ρ

σ
(t�⌧)eln�0|tτ

= h LF (⌧),�0(⌧)e0 ie
λ0−ρ

σ
(t�⌧)eln�0|tτ = h LF (⌧),�0(⌧)e0 ie

λ0−ρ

σ
(t�⌧) �0(t)

�0(⌧)

= h LF (⌧),↵0e0 i e
λ0−ρ

σ
(t�⌧)�0(t)

↵0

(30)

where LF (⌧) is the distribution of fertile soil at the time the second phase is triggered

and S(⌧) = S. By continuity, it is also true that �0(⌧) = ↵0.

2. Then we solve the non-homogeneous equation trying a solution of the type:

h LF ,�0e0 iS = m(t)e
λ0−ρ

σ
t�0(t) (31)

whose time derivative is:

d

dt
h LF ,�0e0 iS = ṁ(t)e

λ0−ρ

σ
t�0 +m(t)

�0 � ⇢

�
e

λ0−ρ

σ
t�0 +m(t)e

λ0−ρ

σ
t�0,t(t)

= e
λ0−ρ

σ
t�0



ṁ(t) +m(t)

✓

�0 � ⇢

�
+
�0,t(t)

�0(t)

◆�

.

(32)
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If (31) is a solution, then it has to verify (29). Replacing h LF ,�0e0 iS by (31) and
d
dth LF ,�0e0 iS using (32), we get that:

ṁ(t) = e�
λ0−ρ

σ
t
⇣

LF (✓2)e0(✓2)✓̇2 � LF (✓1)e0(✓1)✓̇1

⌘

,

that is:

m(t) =

Z t

⌧

e�
λ0−ρ

σ
s
⇣

LF (✓2(s))e0(✓2(s))✓̇2(s)� LF (✓1(s))e0(✓1(s))✓̇1(s)
⌘

ds.

Plugging m back into (31), and taking into account that h LF ,�0e0 iS(⌧) = h LF (⌧),↵0e0 i ,

we obtain that the solution for h LF ,�0e0 iS is:

h LF ,�0e0 iS =
�0(t)

↵0
h LF (⌧),↵0e0 i e

λ0−ρ

σ
(t�⌧)

+ e
λ0−ρ

σ
t�0(t)

Z t

⌧

e�
λ0−ρ

σ
s
⇣

LF (✓2(s))e0(✓2(s))✓̇2(s)� LF (✓1(s))e0(✓1(s))✓̇1(s)
⌘

ds,

or:

h LF ,�0e0 iS = �0(t)h LF (⌧), e0 i e
λ0−ρ

σ
(t�⌧)

+ �0(t)

Z t

⌧

e
λ0−ρ

σ
(t�s)

⇣

LF (✓2(s))e0(✓2(s))✓̇2(s)� LF (✓1(s))e0(✓1(s))✓̇1(s)
⌘

ds.

With this solution for h LF ,�0e0 iS , we can obtain the optimal solution for consumption:

c⇤ = [�rv(LF )]
� 1

σ = ��
1
σ [h LF ,�0e0 i��

S �0e0]
� 1

σ = (��0e0)
� 1

σ h LF ,�0e0 iS . (33)

Note that c⇤ is the optimal solution of our problem on S but the dynamic programming

technique does not allow us to introduce the border conditions, ✓̇1 and ✓̇2. For this reason,

we will mix here as in Appendix C dynamic programming and optimal control.

Let us prove next that c⇤ can be the optimal solution in Phase 2 under certain condi-

tions, i.e. that c⇤ verifies the optimal necessary conditions (II). According to (II), optimal

consumption in Phase 2 needs to be equal to (��)�1/�.14 On the other hand, the candidate

we have just obtained is c⇤ = (�rv(LF ))
�1/�. Hence, to prove that c⇤ is the optimal solution

for consumption, it remains to prove that � = rv(LF ).

Since �(t, ✓) = 1
�(✓)c(t, ✓)

��, then substituting c⇤ using (33), we have that:

�(t, ✓) = �0e0h LF ,�0e0 i��
S . (34)

14With an abuse of notation, let us denote by � the co-state variable associated to LF also in Phase
2. Since both phases cannot co-exist, there will not be any conflict.
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From (34), the partial derivative of � with respect to t is:

�t(t, ✓) = ���0e0h LF ,�0e0 i���1
S

d

dt
h LF ,�0e0 iS + �0,te0h LF ,�0e0 i��

S .

Note that we also know that L�(t, ✓) = �0�(t, ✓). Substituting �t and L� into the optimal

condition for �:

�t(t, ✓) + L�(t, ✓)� ⇢�(t, ✓) = 0,

we have:

���0e0h LF ,�0e0 i���1
S

d
dth LF ,�0e0 iS + �0,te0h LF ,�0e0 i��

S + (�0 � ⇢)�0e0h LF ,�0e0 i��
S = 0,

���0e0h LF ,�0e0 i���1
S

d
dth LF ,�0e0 iS +

⇣

�0 � ⇢+
�0,t

�0

⌘

�0e0h LF ,�0e0 i��
S = 0,

�� d
dth LF ,�0e0 iS +

⇣

�0 � ⇢+
�0,t

�0

⌘

h LF ,�0e0 iS = 0,

d
dth LF ,�0e0 iS = 1

�

⇣

�0 � ⇢+
�0,t

�0

⌘

h LF ,�0e0 iS .

Hence, the solutions coming from the two approaches are identical if and only if:



�0 � ⇢

�
+
�0,t

�0

�

h LF ,�0e0 iS + �0

⇣

LF (✓2)e0(✓2)✓̇2 � LF (✓1)e0(✓1)✓̇1

⌘

=
1

�

✓

�0 � ⇢+
�0,t

�0

◆

h LF ,�0e0 iS .

The condition above can be simplified to:

1� �

�

�0,t

�0
h LF ,�0e0 iS = �0

⇣

LF (✓2)e0(✓2)✓̇2 � LF (✓1)e0(✓1)✓̇1

⌘

. (35)

In order to better understand our results, let us rewrite (25) as:

1� �

�

�0,t(t)

�0(t)
=

N(✓2)[�(✓2)e0(✓2)]
� 1−σ

σ ✓̇2 �N(✓1)[�(✓1)e0(✓1)]
� 1−σ

σ ✓̇1

h (�e0)
� 1−σ

σ N, iS
.

Replacing
�0,t

�0
into (35) using the expression above, we obtain that:

✓̇2

 

�0LF (✓2)e0(✓2)�
h LF ,�0e0 iS

h (�e0)
� 1−σ

σ N, iS
N(✓2) (�(✓2)e0(✓2))

σ−1
σ

!

= ✓̇1

 

�0LF (✓1)e0(✓1)�
h LF ,�0e0 iS

h (�e0)
� 1−σ

σ N, iS
N(✓1) (�(✓1)e0(✓1))

σ−1
σ

!

.

(36)
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We can rewrite (36) using the definition of ✓i, i.e. ✓̇i = DLF,✓(✓i), and using that:

�(✓) = �0e0(✓)h LF ,�0e0 i��
S

and:

�0 =

✓

�

⇢� �0(1� �)

◆
σ

1−σ

h (�e0)
� 1−σ

σ N, i
σ

1−σ

S

LF,✓(✓2)e0(✓2)

✓

L(✓2)�
�

⇢� �0(1� �)
N(✓2)�(✓2)

σ−1
σ �(✓2)

−1
σ

◆

= LF,✓(✓1)e0(✓1)

✓

L(✓1)�
�

⇢� �0(1� �)
N(✓1)�(✓1)

σ−1
σ �(✓1)

−1
σ

◆

.

(37)

(37) needs to be completed with the spatial boundary conditions that ensure that our

operator is self-adjoint:

r✓LF (z)rv(LF ) |
✓2(t)
✓1(t)

= LF (z)r✓(rv(LF )) |
✓2(t)
✓1(t)

, (38)

that is:

LF,✓(✓2)�(✓2)� LF,✓(✓1)�(✓1) = L(✓2)�✓(✓2)� L(✓1)�✓(✓1). (39)

Hence, the optimal solution for the co-state variable in Phase 2 is given by the following

system made of a PDE for the shadow price of fertile land, two boundary conditions on �

and �✓ at ✓1 and ✓2 plus a transversality condition:

(III)

8

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

:

�t(t, ✓) + L�(t, ✓)� ⇢�(t, ✓) = 0, 8t � ⌧, and 8✓ 2 S,

LF,✓(✓2)e0(✓2)
⇣

L(✓2)�
�

⇢��0(1��)N(✓2)�(✓2)
σ−1
σ  (✓2)

−1
σ

⌘

= LF,✓(✓1)e0(✓1)
⇣

L(✓1)�
�

⇢��0(1��)N(✓1)�(✓1)
σ−1
σ �(✓1)

−1
σ

⌘

, 8t � ⌧,

LF,✓(✓2)�(✓2)� LF,✓(✓1)�(✓1) = L(✓2)�✓(✓2)� L(✓1)�✓(✓1), 8t � ⌧,

limt!1 �LF = 0, 8✓ 2 S.

G. Proof of Proposition 5. Steady states in Phase 2.

If at time ⌧ 0 � 0, a steady state is attained, then ✓̇1(t) = ✓̇2(t) = 0 for all t � ⌧ 0. Let us

denote the steady state solution (L̄F ,  ̄, ✓̄1, ✓̄2). At the steady state, the left hand side of (39)

is zero. Since LF (✓̄i) = L(✓̄i) for i = 1, 2, (39) implies that:

L(✓̄1)e0,✓(✓̄1) = L(✓̄2)e0,✓(✓̄2).
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By definition of the steady state, L̄F is the solution of:

LL̄F = �N (��0e0)
� 1

σ h L̄F ,�0e0 iS ,

with L̄F (✓̄1) = L(✓̄1) and L̄F (✓̄2) = L(✓̄2). Besides, we know that L̄F,✓(✓̄2) = L̄F,✓(✓̄1) = 0. c̄

will obtain using that �̄ = 1
�(✓) c̄

��. Regarding �̄, it verifies that:

L ̄ � ⇢ ̄ = 0. (40)

c̄(✓̄1) and c̄(✓̄2) follow from (36):

c̄(✓̄1) =
⇢� �0(1� �)

�

LF (✓̄1)

N(✓̄1)�(✓̄1)
,

c̄(✓̄2) =
⇢� �0(1� �)

�

LF (✓̄2)

N(✓̄2)�(✓̄2)
.

And the border conditions for �̄ in (40) are:

�̄(✓̄1) =
1

�(✓̄1)1��

✓

⇢� �0(1� �)

�

LF (✓̄1)

N(✓̄1)

◆��

,

�̄(✓̄2) =
1

�(✓̄2)1��

✓

⇢� �0(1� �)

�

LF (✓̄2)

N(✓̄2)

◆��

.

Hence the steady state (L̄F , �̄, ✓̄1, ✓̄2) is the solution to:

(IV )

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

LL̄F = �N (��0e0)
� 1

σ h L̄F ,�0e0 iS ,

L̄F (✓̄1) = L(✓̄1), L̄F (✓̄2) = L(✓̄2),

L✓(✓̄1) = 0, L✓(✓̄2) = 0,

L ̄ � ⇢ ̄ = 0,

 ̄(✓̄1) =
1

�(✓̄1)1−σ

⇣

⇢��0(1��)
�

LF (✓̄1)

N(✓̄1)

⌘��

,

 ̄(✓̄2) =
1

�(✓̄2)1−σ

⇣

⇢��0(1��)
�

LF (✓̄2)

N(✓̄2)

⌘��

.

Recall that in Phase 2 ⇢ < �0 = max
�2�(L)

�. As �̄ is an eigenvector, then we have that �̄ 6= 0,

meaning that there exists a non-zero steady state that we characterize in the following. Since
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the eigenvectors of L are orthogonal then:

h �̄, e0 iS = 0 () h
c̄��

�
, e0 iS = 0 () h

[hL̄F ,�0e0 iS(��0e0)
� 1

σ ]��

�
, e0 iS = 0

() h L̄F ,�0e0 i��
S �0h e0, e0 iS = 0 () h L̄F ,�0e0 iS = 0.

The last equality obtains because �0 6= 0 and h e0, e0 iS = 1. Finally, since L̄F is a solution

to:

LL̄F = �N (��0e0)
� 1

σ h L̄F ,�0e0 iS ,

and since h L̄F ,�0e0 iS = 0, we have that L̄F 2 kerL, i.e. L̄F is a solution to:

LL̄F = 0 () DL̄00
F +A(�� ⌫)L̄F = 0.
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Conclusion

The economic stakes throughout this thesis are the optimal, inter-temporal and

intra-spatial use and preservation of natural resources. Optimal policies are analyzed

by the mean of different methods of dynamic optimization, both analytically and nu-

merically. We focus more particularly on the problem of intermittent renewable energy

storage in the first chapter, then is assessed the question of land use raised by today’s

on-going development of land intensive climate change mitigation policies in the second

chapter, to finally study the environmental concerns regarding diffuse soil pollution due

to inappropriate agricultural practices in the third chapter. Hence, as other works from

the field of natural resources economics, this thesis proposes research at the frontier

of other disciplines, whether it is other social sciences such as geography, or natural

sciences, such as physics or ecology. More particularly, this thesis focuses on analyz-

ing the dynamics and interactions between economic policies on the one hand, and

extra-economic dynamics on the other hand being, technological dynamics, geographic

dynamics, and environmental dynamics.

Technological issues and their interactions with optimal economic policies are an-

alyzed from various angles in this thesis. Indeed, this research focuses on the optimal

technological policies for either the development of renewable energy or the storage of

such resource, but it also addresses the question of pollution abatement technology,

whether it is air or soil pollution. Geographical dynamics are also at the core of this

thesis. For instance, the availability of renewable energy can vary from one geograph-

ical location to another, therefore affecting economic policies regarding either energy

storage policies or land allocation policies for renewable energy production. Also, the

economic activity is itself subject to ever-growing geographical pressures, in particular

with today’s development of land intensive, yet necessary, climate change mitigations

policies. Reciprocally, the economic activity can also transform geographic areas, by

being for instance responsible for the emergence of regions more or less polluted than

others. Finally, the environmental dynamics provide with a general framework for the

different research topics considered in this thesis. Indeed, we analyse the stochastic

nature of renewable energy availability, along with the stakes of pollution accumula-

tion due to the use of fossil fuels, or the spatial dynamics and implications of diffuse

pollution through agricultural soils.
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