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1 Introduction

Connections between agents play a crucial role both at the individual level as well as in the aggregate. For example, it has been argued that better connected agents have higher

\footnote{We thank the Associate Editor Takahashi Satoru and two anonymous referees for their useful comments. Any opinion, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation.}
probabilities of finding a job (Granovetter, 1974, Calvó-Armengol, Jackson, 2004). Similarly, firms use their collaborations to obtain a degree of competitive advantage on the market (Hagedoorn, 2002; Powell et al., 2005). Recent empirical findings establish that in many social and economic networks, the distribution of connections is very unequal across individuals. Goyal and Joshi (2006; henceforth GJ) design a strategic model of network formation to study these issues. They propose a framework that takes into account externalities created by links. The authors study the relationship between different types of externalities and the inequality in links in equilibrium networks. In particular, GJ use a payoff function for each player $i$ which depends on the number of links formed by player $i$ and the total number of links formed by other players. They examine the architecture of equilibrium networks based on the variation of the marginal payoffs arising from the changing of the number of links formed by player $i$ and the changing of the total number of links formed by other players.

One of the most interesting case they deal with concerns the situation where the marginal payoff function of player $i$ is increasing in the number of links formed by player $i$ (the payoff function is convex in the number of links formed by player $i$) and decreasing in the total number of links formed by other players (the payoff function is sub-modular$^1$). It is worth noting that the model of Cournot oligopoly with cost reduction analyzed by GJ (2003) satisfies the properties of this general framework. The authors propose a game of network formation in a homogeneous-product oligopoly. In the first stage of the game, firms form bilateral collaborative links. These links allow firms to decrease their marginal costs. In the second stage, all firms compete in the product market. GJ (2003) examine stable networks, that is networks where no pair of unlinked firms has an incentive to form a link, and no firm has an incentive to remove any of its links unilaterally. They find that equilibrium networks contain a dominant group (a subset of firms connected together) while other firms are isolated.

Although stable networks are important, network efficiency is a major performance criterion for network designers or planners, and plays a prominent role in the traditional network literature. Consequently, studying efficient networks in a general class of network formation games that satisfy the convexity and sub-modularity properties is an important task. In this paper, we examine efficient networks when the payoff function of each player $i$ is convex in the

---

$^1$Sub-modularity property is called strategic substitute property in GJ (2006).
number of links formed by $i$ and sub-modular or super-modular. A caveat is needed here — to obtain results about efficiency, we require an additional convexity condition on the payoffs of the players: the payoffs of each player are convex in the number of links in which she is not involved. This assumption allows us to take into account the impact of an additional link on the payoffs of players who are not involved in it.

Two papers have dealt with efficient networks in frameworks which satisfy the properties of convexity and sub-modularity. Westbrock (2010) examines efficient networks, that is networks which maximize social welfare, in a framework based on the two-stage GJ’s (2003) model. He shows that non-empty and non-complete efficient networks are interlinked stars (Proposition 1, pg. 358, 2010), that is networks where all firms that are involved in the largest number of links are connected with all non-isolated firms. Moreover, he establishes conditions under which stable and efficient networks coincide. Billand et al. (2014) propose a model where firms form collaborative links in a multi-market framework. They establish that efficient networks belong to a class of networks called nested split graphs (NSG). In NSG, neighborhood of players are nested. More precisely, if a player $i$ has formed more links than player $j$, then all the neighbors of $j$ are in the neighborhood of $i$.

In this paper, we focus on efficient networks, where the total payoffs are maximized and global efficient networks, where the total payoff function of the players plus another function is maximized. This additional function could be used to capture payoffs of those who are not players in the game itself. In the context of oligopolies for example, this additional function could be used to capture consumer surplus. Our first result establishes that in an efficient network $G$, if players $i$ and $i'$ are linked, then any two players $j$ and $j'$, such that $j$ has at least as many links as $i$, and $j'$ has at least as many links as $i'$, are linked in $G$ (Proposition 1) and provide a procedure for checking whether a particular graph is a candidate for being an efficient network. As a corollary we show that both efficient and global efficient networks are interlinked stars. Second, we observe that networks which satisfy this property are NSG (Proposition

---

2Westbrock shows that an efficient network has either a dominant group architecture, or an interlinked star architecture (Proposition 1, pg. 358, 2010). In this paper, we modify the definition of interlinked stars slightly: with our definition networks that have a dominant group architecture have also an interlinked star architecture.

3To the best of our knowledge three other papers have used NSG in the network formation literature, König et al. (2012), König et al. (2011), and Bellhaj et al. (2013).

4The neighbors of player $i$ are the players with whom player $i$ is linked.
2). Third, we establish that if the sub-modularity property is sufficiently low relative to the convexity properties, then efficient networks are either empty or complete (Proposition 3). In that case, players are in symmetric position in efficient networks. Finally, we show that if each player’s payoff function satisfies convexity properties and super-modularity, then efficient networks are either empty or complete (Proposition 4). We propose several examples in this paper that allow us to describe models where our results can be applied: models of oligopoly (with homogeneous or differentiated goods) where links lead to cost reduction and a model of public good provision.

Our paper adds to the literature in several ways. First, it complements the stable network results of GJ (2006) by identifying efficient networks with the convexity and sub-modularity or super-modularity properties. Second, we extend Westbrock (2010). We refine his results concerning the architecture of efficient networks by relating NSG to the architecture found by Westbrock (interlinked stars).\(^5\) Moreover, we provide a simple method allowing us to check whether a network is a candidate for being an efficient network. Another crucial difference is that we do not use the same approach as Westbrock. While Westbrock provides general conditions on the total welfare function\(^6\) to obtain his results, we provide general conditions on the individual payoff functions. This makes our results interesting for comparison purposes since stable networks are typically identified using conditions on individual payoffs. Third, we extend Billand et al. (2014) by identifying the properties that allow us to obtain NSG as efficient networks in their framework. Indeed their model is computationally intensive, making it difficult to understand what drives their results. In this paper, we specifically examine the role of each of the convexity properties and sub-modularity in leading to different efficient networks.

The paper is organized as follows. In section 2, we introduce the model and the basic properties of the payoff function. We then show that the basic model of GJ (2003) satisfies these properties. We also define the architectures used in this paper. In section 3, we establish our main result: efficient and global efficient networks are NSG. We also examine the role played by sub-modularity. In section 4, we discuss the role played by the costs of forming links on the efficient networks for a specific payoff function.

---

\(^5\)Interlinked stars are not always NSG.

\(^6\)Westbrock (2010) defines a specific convexity property on the aggregate social welfare function.
2 Model setup

2.1 Networks

To simplify notation, we use \([a, b] = \{a, a + 1, \ldots, b\}\) for \(a, b \in \mathbb{N}\) and denote by \(|x|\) the largest integer not greater than \(x\). Let \(N = [1, n]\) be the set of players, with \(i\) and \(j\) as typical members of \(N\). For any \(i, j \in N\), the pair-wise relationship between the two players is captured by a binary variable, \(G_{i,j} \in \{0, 1\}\); \(G_{i,j} = 1\) means that a link, \(ij\), exists between players \(i\) and \(j\), \(G_{i,j} = 0\) means that there is no link between \(i\) and \(j\). A network \(G = \{(G_{i,j})_{i,j \in N,N}\}\) is a formal description of the links that exist between the players. The number of links in \(G\) is denoted by \(g\). Network \(G_{-i}\) is similar to network \(G\), except that player \(i\) and all her links are removed; the number of links in \(G_{-i}\) is denoted by \(g_{-i}\). The set of players with whom player \(i\) is linked in \(G\) is denoted by \(G_i\) and its cardinality, \(g_i\), is called the degree of \(i\). We denote by \(G_{-X}\) the network obtained when we delete all the players in \(X \subset N\) and their links from the network \(G\).\(^7\) Let \(G\) denote the set of all simple networks when there are \(n\) players, that is networks without loops (player \(i\) cannot form a link with herself) or multiple links (players \(i\) and \(j\) can establish at most one link between them). Let \(G + ij\) denote the network obtained by replacing \(G_{i,j} = 0\) in network \(G\) by \(G_{i,j} = 1\). Similarly, let \(G - ij\) denote the network obtained by replacing \(G_{i,j} = 1\) in network \(G\) by \(G_{i,j} = 0\).

We now define the main network configurations that are used extensively in our model. An empty network is a network where all players are isolated. In order to define interlinked stars and nested split graphs (NSG), we introduce a partition of the players of any network as follows. Let \(G\) be a network whose distinct positive player-degrees are \(\delta_1 < \ldots < \delta_m\), and let \(\delta_0 = 0\) (even if no player of degree 0 exists). Let \(D_\ell = \{i \in N : g_i = \delta_\ell\}\) for \(\ell \in [0, m]\). The sequence \(D_0, \ldots, D_m\) is called the degree partition of \(G\). Westbrock (2010) defines a class of networks which plays a crucial role in our analysis: the class of interlinked stars. We modify the definition of this class of networks in order to simplify the presentation.\(^8\) In an interlinked star \(G\), each player \(i \in D_m\) is linked with each player \(j\) such that \(g_j > 0\). We now define the

\(^7\)Observe that if \(X\) is the singleton \(\{i\}\), then \(G^{(-i)} = G_{-i}\), we use the latter for this case.

\(^8\)In the original definition given by Westbrock (2010), an interlinked star \(G\) contains at least two groups of players with strictly positive degrees. A network where there is only one group of players who have formed links together while other players are isolated is called a network with the dominant group architecture (see network \(G'\) in Figure 3) by Westbrock. To sum up with our definition interlinked stars are both the interlinked stars of Westbrock and the networks which have the dominant group architecture.
key architecture of this paper: the NSG.

**Definition 1 (Mahadev and Peled, Theorem 1.2.4, pg. 10, 1995).** Consider a nested split graph $G$. For each player $i \in D_{\ell}$, $\ell \in \left[1,m\right]$, 

$$G_i = \begin{cases} 
\bigcup_{j=1}^{\ell} D_{m+1-j}, & \text{if } \ell = 1, \ldots, \left\lfloor \frac{m}{2} \right\rfloor, \\
\bigcup_{j=1}^{\ell} D_{m+1-j} \setminus \{i\}, & \text{if } \ell = \left\lfloor \frac{m}{2} \right\rfloor + 1, \ldots, m.
\end{cases}$$

In Figure 1, we illustrate a NSG: A line between $D_{\ell}$ and $D_{\ell'}$ indicates that every player of $D_{\ell}$ is linked with every player of $D_{\ell'}$. The rectangle indicates that the included players are linked together.

![Figure 1: A NSG](image)

### 2.2 Payoffs

We consider network formation games with global spillovers, that is games in which the marginal returns from links for every player can be expressed in terms of the number of links of the player and the sum of links of the rest of the players. This class of games has been examined by GJ (2006). Let $\phi : \left[0, n - 1\right] \times \left[0, (n - 2)(n - 1)/2\right] \to \mathbb{R}$ be a function. We set $\phi_1(x, y) = \phi(x, y) - \phi(x - 1, y)$ and $\phi_2(x, y) = \phi(x, y) - \phi(x, y - 1)$. We define the payoff function of each player $i$ as follows:

$$\pi_i(G) = \phi(g_i, g_{-i}). \hspace{2cm} (1)$$

We assume that $\phi$ satisfies the following properties.

**Property 1.** $\phi$ is convex in its first argument if for all $x \in \left[1, n - 2\right]$ and for all $y \in \left[0, (n - 2)(n - 1)/2\right]$, $\phi_1(x + 1, y) \geq \phi_1(x, y)$.
Property 2. \( \phi \) is strictly convex in its second argument if for all \( x \in [0,n-1] \) and for all \( y \in [1,((n-2)(n-1)/2)-1] \), \( \phi_2(x,y+1) > \phi_2(x,y) \).

Property 3. \( \phi \) is sub-modular if for all \( x \in [0,n-2] \), for all \( y, y' \in [0,((n-2)(n-1)/2)] \) and \( y \geq y' \), \( \phi_1(x+1,y) \leq \phi_1(x+1,y') \).

Our results mainly concern situations where \( \phi \) is sub-modular. However, sometimes we assume that \( \phi \) is super-modular. We say that \( \phi \) is super-modular if for all \( x \in [0,n-2] \), for all \( y, y' \in [0,((n-2)(n-1)/2)-1] \) and \( y \geq y' \), \( \phi_1(x+1,y) \geq \phi_1(x+1,y') \).

In the rest of the paper we are particularly interested in specific payoff functions. Let \( \theta : (x,y) \mapsto (ax+by+c)^2 - f(x) \) be a function where \( a, b, c \in \mathbb{R} \) and \( f \) is a concave function. It is worth noting that if the quadratic form \((ax+by)^2\) satisfies Properties 1, 2 and 3, then function \( \theta \) satisfies Properties 1, 2 and 3. Moreover, the quadratic form \((ax+by)^2\) satisfies Properties 1, 2 and 3 if \( \text{sign}(a) \neq \text{sign}(b) \), and \( b > 0 \). We now present an economic example to illustrate the choice of this payoff formulation and Properties 1, 2 and 3.

Example 1.a Cournot Oligopoly with Cost Reduction (GJ, 2003). This example is taken from GJ (2003). Consider a homogeneous product Cournot oligopoly consisting of \( n \) firms which face the linear inverse demand function: \( p = \alpha - \sum_{i \in N} q_i \), where \( p \) is the price of the product, \( q_i \) is the quantity produced by firm \( i \), and \( \alpha > 0 \). The firms have zero fixed costs and constant returns-to-scale cost functions. When firms enter into bilateral collaborations, they lower their marginal costs. More precisely, the marginal cost of firm \( i \) is given by \( C(g_i) = \gamma_0 - \gamma g_i, \) with \( \gamma_0 > (n-1)\gamma > 0 \). Given any network \( G \), the Cournot equilibrium output of firm \( i \in N \) can be written as:

\[
q_i(G) = \frac{\alpha - \gamma_0 + (n-1)\gamma g_i - 2\gamma g_{-i}}{n+1},
\]

Recall that this property is called strategic substitute property in GJ (2006).

We note that the three properties are preserved if \( f \) is convex and \( f(x) = a'x^2 + b'x + c' \), with \( 0 < a' < a, b', c' \in \mathbb{R} \).
with \( \alpha - \gamma_0 - (n-1)(n-2)\gamma > 0 \) to ensure that each firm produces a strictly positive quantity in equilibrium. Let \( f : g_i \mapsto f(g_i) \) be a function which measures the costs of forming links; we assume that \( f \) is concave, that is for all \( g_i \in [2, n-2] \), we have \( f(g_i+1) - f(g_i) \leq f(g_i) - f(g_i-1) \).

The Cournot profits for firm \( i \in N \) are given by \( \pi_i(G) = (q_i(G))^2 - f(g_i) \). This means that \( \pi_i(G) = \phi(g_i, g_{-i}) \). Since \( \text{sign}(\gamma(n-1/n+1)) \neq \text{sign}(-2\gamma/n+1) \), \( \phi \) satisfies Properties 1, 2, and 3.

It is worth noting that in the above example we assume that the costs of forming links are a concave function (it can also be a convex function as defined in footnote 10). Hence, we generalize the basic model of GJ (2003) where the cost of forming links is an affine function. Note also that Properties 1, 2, and 3 are preserved in a linear differentiated product oligopoly consisting of \( n \) firms that compete either in quantities, or in prices.

**Example 2.a Differentiated Oligopolies with Cost Reduction (Westbrock, 2010).** Suppose that each firm \( i \) faces the following linear inverse demand function: \( p_i = \alpha - q_i - \beta \sum_{j \in N \setminus \{i\}} q_j \), where \( p_i \) is the price of the product sold by firm \( i \), \( \alpha > 0 \), and \( \beta \in [0, 1] \).

The Cournot equilibrium output of firm \( i \in N \) can be written as

\[
q_i^C(G) = \frac{(2-\beta)(\alpha - \gamma_0) + \gamma((n-3)\beta + 2)g_i - 2\gamma\beta g_{-\iota}}{(2-\beta)(2+\beta(n-1))}.
\]

The Cournot profits for firm \( i \in N \) are given by \( \pi_i^C(G) = \phi(g_i, g_{-i}) = (q_i^C(G))^2 - f(g_i) \). Since \( \text{sign}(\gamma((n-3)\beta + 2))((2-\beta)(2+\beta(n-1))) \neq \text{sign}(2\gamma\beta((2-\beta)(2+\beta(n-1)))) \), \( \pi_i^C(G) \) satisfies Properties 1, 2, and 3.

In the Bertrand equilibrium, the profits for firm \( i \in N \) can be written in the form: \( \pi_i^B(G) = \phi(g_i, g_{-i}) = (ag_i + bg_{-i} + c)^2 - f(g_i) \) where

\[
a = \lambda \frac{1}{2} \gamma \frac{2 + (5n - 11)\beta + (4n^2 - 19n + 21)\beta^2 + ((n^2 - 8n + 19)n - 14)\beta^3}{(2 + (n - 3)\beta)(1 + (n - 1)\beta)(1 - \beta)(2 + (2n - 3)\beta)}
\]

\[
b = -\lambda \frac{1}{2} \gamma \frac{\beta + (2n - 4)\beta^2 + (n^2 - 4n + 4)\beta^3}{(2 + (n - 3)\beta)(1 + (n - 1)\beta)(1 - \beta)(2 + (2n - 3)\beta)}.
\]
and
\[ \lambda = \frac{(1 - \beta)(1 + (n - 1)\beta)}{1 + (n - 2)\beta}. \]

Since \( \text{sign}(a) \neq \text{sign}(b) \), \( \pi_i^B(G) \) satisfies Properties 1, 2, and 3.

Similarly, the model of multi-market oligopolies with product quality improvement (Billand et al., 2014) satisfies Properties 1, 2 and 3 when firms are able to form links only on one market.

### 2.3 Efficient Networks

Let \( W : G \mapsto W(G) = \sum_{i \in N} \phi(g_i, g_{-i}) \) be a function. We call \( W \) the total payoff function. Moreover, let \( U : G \mapsto U(G) \) be another function. We say that \( U \) is architecture independent if it satisfies the following property: If \( G \) and \( G' \) satisfy \( g = g' \), then \( U(G) = U(G') \).

Consider a function \( \psi : g \mapsto \psi(g) \), and let \( U(G) = \psi(g) \). In the following we will say that \( U \) is convex when \( \psi \) is convex. Finally, we define the global payoff function as follows: \( SW : G \mapsto W(G) + U(G) \), where \( W \) is the total payoff function and \( U \) is architecture independent and convex.

**Definition 2** An efficient network \( G \) is a network which maximizes the sum of the players’ payoffs. In other words, network \( G \in \mathcal{G} \) is efficient if \( W(G) \geq W(G') \), for all \( G' \in \mathcal{G} \).

**Definition 3** A global efficient network \( G \) is a network which maximizes \( SW(G) \).

We now illustrate functions that are architecture independent and convex.

**Example 1.b Consumer Surplus in Cournot Oligopoly with Cost Reduction (GJ, 2003).** Suppose that the inverse demand function is given by: \( p(\sum_{i \in N} q_i(G)) = \alpha - \sum_{i \in N} q_i(G). \) Then the consumer surplus in \( G \), \( SC(G) \), is given by \( 1/2 \left( \sum_{i \in N} q_i(G) \right)^2 \). We have:

\[ 1/2 \left( \sum_{i \in N} q_i(G) \right)^2 = \frac{1}{2} \left( \frac{n(\alpha - \gamma_0) + 2\gamma ng}{n + 1} \right)^2 \]

For \( G \) and \( G' \), such that \( g = g' \), we have \( SC(G) = SC(G') \), so \( SC \) is architecture independent.

We can write \( SC(G) = \psi(g) \). Moreover we have \( \psi(g + 1) - \psi(g) > \psi(g) - \psi(g - 1) \), so \( \psi \) is
convex.

**Remark 1** Let \( W' : G \mapsto W'(G) = \sum_{i \in N} \varphi(g_i, g_{-i}) \). Suppose that \( \phi \) and \( \varphi \) satisfy Properties 1, 2 and 3. Then function \( \tilde{\phi} = \phi + \varphi \) satisfies Properties 1, 2 and 3.

**Example 2.b Consumer Surplus in Differentiated Cournot Oligopoly with Cost Reduction.**

Suppose that each firm \( i \) faces the following linear inverse demand function:

\[
p_i = \alpha - q_i - \beta \sum_{j \in N \setminus \{i\}} q_j.
\]

The consumer surplus is \( \sum_{i \in N} \varphi(g_i, g_{-i}) \), where \( \varphi(g_i, g_{-i}) = (1/2)[q_i(G)]^2 \). We know that \( \phi(g_i, g_{-i}) = \pi^C_i(G) \) satisfies Properties 1, 2 and 3. By using the same arguments as in Example 2.2 we establish that \( \varphi \) satisfies Properties 1, 2 and 3. We now associate with each firm \( i \) the following payoffs.

\[
\tilde{\phi} = \phi + \varphi.
\]

This payoff function allows us to capture both the profit of the firm \( i \) and the consumer surplus on the market \( i \). Consequently, the total welfare is given by \( \sum_{i \in N} \tilde{\phi}(g_i, g_{-i}) \). By Remark 1, we observe that \( \tilde{\phi} \) satisfies properties 1, 2, and 3.

### 3 Results

In this section, we establish the architectures of efficient and global efficient networks (Proposition 2). We also provide a result on the role played by the sub-modularity for the architecture of efficient networks (Proposition 3). First, we present a proposition that allows us to provide a necessary condition for networks candidate to be efficient networks. The proof of this proposition is given in the appendix.

**Proposition 1** Suppose that the payoff function is given by equation 1 and \( \phi \) satisfies Properties 1, 2 and 3. Moreover, suppose two subsets of players, say \( \{i, i'\} \) and \( \{j, j'\} \), with \( \{i, i'\} \neq \{j, j'\} \), \( g_j \geq g_i \) and \( g_{j'} \geq g_{i'} \). If \( G \) is efficient and players \( i \) and \( i' \) are linked, then players \( j \) and \( j' \) are linked in \( G \).\(^{12}\)

---

\(^{11}\)This example is based on a suggestion of Bastian Westbrock, and we would like to thank him for this.

\(^{12}\)Note that a similar type of property has been found by GJ (Lemma 4.3, pg. 77, 2003) for networks stable against transfers. We discuss the relationship between networks stable against transfers and global efficient networks after Corollary 1.
The intuition of the proof is as follows. Consider a network $G$, with $G_{i,i'} = 1$ and $G_{j,j'} = 0$. Suppose $g_i \leq g_j$ and $g_{i'} \leq g_{j'}$. We draw networks $G - ii'$, $G$ and $G + jj'$ in Figure 2 below, and we show that if the link $ii'$ increases the total payoffs, then the link $jj'$ also increases the total payoffs.

Consider players in $N \setminus \{i, i', j, j'\}$. For each player $k \in N \setminus \{i, i', j, j'\}$, by Property 2, the marginal payoffs she obtains when the link $jj'$ is added to $G$ are strictly higher than the marginal payoffs she obtains when the link $ii'$ is added to $G - ii'$. Consider players $i$ and $j$. First, we show that the marginal payoffs obtained by $j$ when the link $jj'$ is added to $G$, $\Delta \pi'_j$, are higher than the marginal payoffs obtained by $i$ when the link $ii'$ is added to $G - ii'$, $\Delta \pi_i$. We note that $i$ and $j$ increase their number of links by one, $j$ has formed more links in $G$ than $i$ in $G - ii'$, and $j$ has fewer links in $G$ than $i$ in $G - ii'$. By Properties 1 and 3, we conclude that $\Delta \pi'_j \geq \Delta \pi_i$. Second, we show that the marginal payoffs obtained by $i$ when the link $jj'$ is added to $G$, $\Delta \pi'_i$, are higher than the marginal payoffs obtained by $j$ when the link $ii'$ is added to $G - ii'$, $\Delta \pi_j$. We note that $i$ and $j$ deal with players who increase their number of links by one, $j$ has formed more links in $G$ than $i$ in $G - ii'$, and $j$ has fewer links in $G$ than $i$ in $G - ii'$. By Properties 2 and 3, we conclude that $\Delta \pi'_i \geq \Delta \pi_j$. It follows that the sum of the marginal payoffs of players $i$ and $j$ is higher when the link $jj'$ is added to $G$ than when the link $ii'$ is added to $G - ii'$.

Consider players $i'$ and $j'$. Using arguments similar to those for players $i$ and $j$, we establish that the sum of the marginal payoffs of $i'$ and $j'$ is higher when the link $jj'$ is added than when the link $ii'$ is added. We conclude that if the link $ii'$ increases the total payoffs, then the link $jj'$ also increases the total payoffs.

Figure 2: Intuition behind Proposition 1
Method to check whether a network is candidate for being an efficient network. We can restate Proposition 1 in a way which allows us to devise a procedure for checking whether a network is candidate for being efficient or not. Let $\bar{G}$ be the complement network of $G$, that is a network where $\bar{G}_{i,j} = 1$ iff $G_{i,j} = 0$. We define for each link $G_{i,j} = 1$ in network $G$, the pair $m_{i,j} = (\min\{g_i, g_j\}, \max\{g_i, g_j\})$ and for each link $\bar{G}_{i,j} = 1$ in network $\bar{G}$, the pair $\bar{m}_{i,j} = (\max\{g_i, g_j\}, \min\{g_i, g_j\})$. For each $G$, define $I(G)$ as the set of minimal pairs $m_{i,j}$ in it and $J(\bar{G})$ as the set of minimal pairs $\bar{m}_{i,j}$ in $\bar{G}$. Using Proposition 1, we observe that a network that is a candidate for being efficient has to satisfy $m_{i,i'} + \bar{m}_{j,j'} \nleq (n-1, n-1)$, for all $m_{i,i'} \in I(G)$ and $\bar{m}_{j,j'} \in J(\bar{G})$. Let us illustrate this method through an example.

Let $N = [1, 6]$. First we deal with network $G$ drawn in Figure 3. We build the complement network of $G$, $\bar{G}$. We now determine $I(G)$ and $J(\bar{G})$, we have $I(G) = \{(2, 2)\}$ and $J(\bar{G}) = \{(3, 3), (1, 5)\}$. We note that $(3, 3) + (2, 2) = (5, 5) \leq (5, 5)$, and $G$ is not a candidate for being an efficient network. Second, we consider the network $G'$ drawn in Figure 3. We build the complement network of $G'$, $\bar{G}'$. We have $I(G') = \{(4, 4)\}$ and $J(\bar{G}') = \{(1, 5)\}$. We have $(4, 4) + (1, 5) = (5, 9) \nleq (5, 5)$; hence $G'$ is a candidate for being an efficient network.

![Networks G, G', G'' and G’’](image)

Figure 3: Networks $G$, $\bar{G}$, $G'$ and $\bar{G}'$

It is worth noting that the above procedure consists in finding a minimum element from a list of pairs of degrees. It is well known that there exist polynomial time algorithms to solve such problems (see Cormen, 2001).

**Corollary 1** Suppose that the payoff function is given by equation 1 and $\phi$ satisfies Properties 1, 2 and 3, and $U$ is architecture independent and convex. If $G$ is a global efficient network, and players $i$ and $i'$ are linked in $G$, then any two players $j$ and $j'$ whose degrees are at least as great as $i$ and $j$ are linked in $G$. 
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The proof is based on the same arguments as the proof of Proposition 1 and the fact that $U(G)$ is architecture independent and convex. Under the assumptions given in the proof of Proposition 1 we have $W(G+jj') - W(G) > W(G) - W(G-ii')$. Moreover, since $\psi$ is convex, we have $U(G+jj') - U(G) \geq U(G) - U(G-ii')$. We obtain $SW(G+jj') - SW(G) > SW(G) - SW(G-ii') \geq 0$. The first inequality follows the addition of functions $W$ and $U$. The second inequality comes from the fact that $G$ is an efficient network. We obtain the desired contradiction.

It is worth noting that this property concerning the degrees of players has been highlighted by GJ (Lemma 4.3, pg. 77, 2003) when they examine the networks stable against transfers (firms can transfer money to their neighbors). However, global efficient networks and networks stable against transfers do not always coincide. Indeed, in networks stable against transfers the formation of an additional link $ij$ depends only on the impact of this link on the sum of the payoffs of these players. However in the context of an oligopoly, the effect of an additional link on the other firms and on the consumers is not taken into account.

**Corollary 2** Suppose that the payoff function is given by equation 1 and $\phi$ satisfies Properties 1, 2 and 3, and $U$ is architecture independent and convex. Then both efficient networks and global efficient networks are interlinked stars.

**Proof** Let $G$ be an efficient network and let $i$ be a player who is involved in the highest number of links in $G$. To introduce a contradiction suppose that there is a player $j$ such that $g_j \geq 1$ and $G_{i,j} = 0$. Since $i$ is involved in the highest number of links and $g_j \geq 1$, there exists a player $k$ such that $G_{j,k} = 1$. We have simultaneously $g_i \geq g_k$ and $g_j \geq g_j$. By Proposition 1, $G_{i,j} = 1$, a contradiction. It follows that $G$ is an interlinked star. Since $U$ is architecture independent and convex, the result is preserved for global efficiency by using the same arguments as in the proof of Corollary 1.

Note that Corollary 2 generalizes the result of Westbrock (Proposition 1, pg. 358, 2010) to a general class of games.

In the following, we establish that efficient and global efficient networks are NSG. In other words, we establish that efficient and global efficient networks belong to a sub-class of the interlinked stars class. In Figure 4 Network $G$ is an interlinked star which is not a NSG.
We now present a theorem which allows us to relate Proposition 1 and NSG.

**Theorem 1** (Mahadev and Peled, Theorem 1.2.4, pg. 10, 1995). Suppose $G$ such that for distinct players $i$ and $j$, $G_{i,j} = 1$ if and only if there exist non-negative parameters, $(w_k)_{k \in N}$ and $t$ such that $w_i + w_j > t$. Then $G$ is a NSG.

Let $D_0, \ldots, D_m$ be the degree partition of an efficient network $G$. Let us set for every $i \in D_k$, $w_i = k$ and $t = m$. By using Proposition 1, we observe that Theorem 1 is satisfied. By using Proposition 1, Corollary 1 and Theorem 1, we obtain the following proposition.

**Proposition 2** Suppose that the payoff function is given by equation 1 and $\phi$ satisfies Properties 1, 2 and 3. Then every efficient network is a NSG. Similarly, if $U$ is architecture independent, every global efficient network is a NSG.

**Example 1.c** Cournot Oligopoly with Cost Reduction (GJ, 2003). Let us consider the individual payoff function given in Example 1.a. By Proposition 2 a network which maximizes the total profit of firms is a NSG. By Proposition 2, a network which maximizes the social welfare is a NSG.

**Example 2.c** Differentiated Cournot Oligopoly with Cost Reduction (Westbrock, 2010). Let us consider the individual payoff function given in Example 2.a. By Proposition 2 a network which maximizes the social welfare is a NSG.

We now relate the interlinked stars with NSG networks through an induction process by using an alternative definition of NSG.

**Definition 4** Let $G$ be such that $g_1 \geq g_2 \geq \ldots \geq g_n$. Network $G$ is a NSG if $G$ is an interlinked star, and there exists $\ell \in [1, n-1]$ such that $G^{-[1,\ell]}$ is an interlinked star for each
ℓ′ ∈ [1, ℓ] while \( G^{-[1, ℓ′]} \) is an empty network for each \( ℓ'' ∈ [ℓ + 1, n - 1] \).

We now establish that Definitions 1 and 4 are equivalent. Since Definition 1 clearly implies Definition 4, we show that Definition 4 implies Definition 1. In Definition 4, players in \( D_m \) are linked with all players in \( \bigcup_{\ell=1}^{m} D_\ell \).13 Next, with Definition 4 players in \( D_{m-1} \) are linked with all players in \( \bigcup_{\ell=2}^{m-1} D_\ell \). Indeed, suppose that there exists \( D_k, k \neq 1 \), such that players in this set are linked with players in \( D_m \), but not linked with players in \( D_{m-1} \). Then, we obtain a contradiction since \( G^{-D_m} \) is not an interlinked star. We can reiterate this argument for each \( D_\ell \), with \( \ell = \left\lceil \frac{m}{2} \right\rceil + 1, \ldots, m \) for obtaining Definition 1. In other words, to check if \( G \) is a NSG we can build \( G^{-D_1}, G^{-[1, 2]}, \ldots \) and check if they are interlinked stars until we find the smallest \( ℓ \) such that \( G^{-[1, ℓ]} \) is empty.

It is worth noting that Definition 4 implies that a NSG is an interlinked star. But the class of NSG is smaller than the class of interlinked stars provided by Westbrock. Indeed, in an interlinked star which is not a NSG, say \( G \), there exist players who have not formed the number of links compatible with efficiency. The deletion of players in \( G \) leads to a network \( G' \) which is not an interlinked star. Hence the player \( i \), who has formed the highest number of links in \( G' \), has either formed too many links, or has not formed links with all required connected players. Network \( G \) in Figure 4 is candidate for being a global efficient network according to Westbrock while it is not the case in our paper since \( G \) is not a NSG: \( G^{-1} \) is not an interlinked star or the empty network.

In the following, we examine the role played by Property 3. We establish that if submodularity is low relative to convexity in the first and the second argument, then efficient networks are not asymmetric. We set \( \varepsilon = \max \{ \phi(x', y) - \phi(x, y) - [\phi(x', y') - \phi(x, y')] : x' > x, y < y' \} \). Since \( \phi \) is sub-modular, \( \varepsilon > 0 \). We now provide an assumption which allows us to restrict the set of efficient networks.

(A1): For all \((x, y) ∈ [1, n - 2] × [1, (n - 1)(n - 2)/2] \), \( \phi_1(x + 1, y) - \phi_1(x, y) > 2\varepsilon \), and for all \((x, y) ∈ [1, n - 1] × [1, ((n - 1)(n - 2)/2) - 1] \), \( \phi_2(x, y + 1) - \phi_2(x, y) > 2\varepsilon \).

Roughly speaking the first condition in (A1) means that convexity in the first argument of \( \phi \) is relatively high compared to its sub-modularity, while the second condition in (A1) states that convexity in the second argument of \( \phi \) is relatively high compared to its sub-modularity.

13If the set of players who have formed \( n - 1 \) links in non-empty, the reasoning is of the same type.
Proposition 3 Suppose that the payoff function is given by equation 1 and \( \phi \) satisfies Properties 3 and (A1). Then an efficient network is either empty or complete.

Proof Let \( G \) be a non-empty efficient network. We show that \( G \) is a complete network. To introduce a contradiction suppose it is not. Since \( G \) is efficient it is a NSG which is not the complete network. There exist players \( i \) and \( j \) such that \( G_i \subsetneq G_j \). We set \( v_j = g_j - g_i \). Let \( G^{v_j} \) be the network similar to network \( G \) except that player \( i \) is linked with each player \( k \) who is linked with \( j \) in \( G \). Similarly, let \( G^{-v_j} \) be the network similar to network \( G \) except that player \( j \) is linked only with players \( k \) who are linked with \( i \) in \( G \). We establish that \( W(G^{v_j}) - W(G) > W(G) - W(G^{-v_j}) \). First, by Property 2, players \( k \not\in [(G_j \setminus G_i) \cup \{i, j\}] \) obtain marginal payoffs between \( G^{v_j} \) and \( G \) which are strictly higher than the marginal payoffs they obtain between \( G \) and \( G^{-v_j} \). Second, we compare the marginal payoffs associated with the changes between \( G^{v_j} \) and \( G \) for players \( i \) and \( j \), \( \Delta^+ = \phi(g_i + v_j, g_i) - \phi(g_i, g_i) + \phi(g_j, g_j + v_j) - \phi(g_j, g_j) \) and the marginal payoffs associated with the changes between \( G \) and \( G^{-v_j} \) for players \( i \) and \( j \), \( \Delta^- = \phi(g_i, g_i) - \phi(g_i, g_i - v_j) + \phi(g_j, g_j - v_j) - \phi(g_j - v_j, g_j) \). We set \( D_{i,j} = \Delta^+ - \Delta^- \). Since \( g_j = g_i + v_j \) and \( g_i = g_j + v_j \), we have \( D_{i,j} = \phi(g_j, g_i) - \phi(g_j, g_i) + \phi(g_j, g_i - v_j) \) and we set \( D_{ij} \geq -2\varepsilon \). Third, we deal with the variation of marginal payoffs of players who belong to \( G_j \setminus G_i \). We set \( v = v_j - 1 \). The marginal payoffs obtained by each player \( k \in G_j \setminus G_i \) between \( G^{v_j} \) and \( G \) are \( \phi(g_k, g_k + v) - \phi(g_k, g_k) \). The marginal payoffs obtained by each player \( k \in G_j \setminus G_i \) between \( G \) and \( G^{-v_j} \) are \( \phi(g_k, g_k - 1) - \phi(g_k - 1, g_k - v) \). We set \( \phi^v_2(x, y) = \phi(x, y) - \phi(x, y - v) \). We have:

\[
C = \phi(g_k + 1, g_k + v) - \phi(g_k, g_k) - [\phi(g_k, g_k) - \phi(g_k - 1, g_k - v)]
\]

\[
= \phi_1(g_k + 1, g_k + v) + \phi^v_2(g_k, g_k + v) - \phi^v_2(g_k - 1, g_k) - \phi_1(g_k, g_k)
\]

By (A1) \( \phi_1(g_k + 1, g_k + v) - \phi_1(g_k, g_k + v) > 2\varepsilon \) and we know that \( \phi_1(g_k, g_k - 1) - \phi_1(g_k, g_k + v) \leq \varepsilon \), so \( \phi_1(g_k + 1, g_k + v) - \phi_1(g_k, g_k + v) > \varepsilon + \phi_1(g_k, g_k) - \phi_1(g_k, g_k + v) \). It follows that \( \phi_1(g_k + 1, g_k + v) - \phi_1(g_k, g_k) > \varepsilon \). Similarly, by (A1) \( \phi^v_2(g_k, g_k + v) - \phi^v_2(g_k, g_k) > 2\varepsilon \) and \( \phi^v_2(g_k - 1, g_k) - \phi^v_2(g_k, g_k) \leq \varepsilon \). It follows that \( \phi^v_2(g_k, g_k + v) - \phi^v_2(g_k, g_k + v) > \varepsilon \). It follows that \( C > 2\varepsilon \). We conclude that \( W(G^{v_j}) - W(G) > W(G) - W(G^{-v_j}) \), and \( G \) is not efficient, a contradiction. \( \square \)
Relationship between efficiency and stability. Under (A1), we can discuss the type of externalities that arise in the model. First, there always exist positive externalities if for all $x \in J_{1,n-1}$ and for all $y \in J_{1,[(n-2)(n-1)/2]-1}$, we have $\phi_2(x,y) > 0$. Second, by (A1) for $x \in J_{1,n-1}$ and $y > 1$, $\phi_2(x,y) - \phi_2(1,1) = \phi_2(x,y) + \phi_2(x,1) - \phi_2(1,1) > 2\varepsilon - \varepsilon > 0$.

If for all $x \in J_{1,n-1}$ we have $\phi_2(x,1) > 0$, then $\phi_2(x,y) > 0$ for all $x \in J_{1,n-1}$ and for all $y \in J_{1,[(n-2)(n-1)/2]-1}$, and there always exist positive externalities. We conclude that if no player has an unilateral incentive to remove any links in the complete network, then this network is an equilibrium (no player has an incentive to modify her strategy) and efficient.

Moreover, by using similar arguments as in the proof of Proposition 3, we obtain the following proposition.

**Proposition 4** Suppose that the payoff function is given by equation 1 and $\phi$ satisfies Properties 1, 2 and is super-modular. If $G$ is efficient, then it is empty or complete.

Following Westbrock (pg. 365, 2010), we propose a Cournot Oligopoly model where we introduce the effect of knowledge spillovers from the whole industry on the marginal cost function. We show that if the knowledge spillovers are sufficiently high then the only networks candidates for being efficient are the complete and the empty network.

**Example 3** We use the same assumptions as in Example 1, but we assume that the marginal cost function is as follows: $C(g_i) = \gamma_0 - \gamma_1 g_i - \gamma_2 g_{-i}$, where $\gamma_1$ captures the effect of the links formed by $i$ on the marginal cost while $\gamma_2 < \gamma_1$ captures the effect of knowledge spillovers on the marginal cost. Then the Cournot equilibrium output is: $q_i^\star(G) = [\alpha - \gamma_0 + g_i(\gamma_1(n-1) - \gamma_2(n-2)) + g_{-i}(3\gamma_2 - 2\gamma_1)]/(n+1)$. The second stage Cournot profits for firm $i \in N$ are given by $\pi_i(G) = \phi(g_i,g_{-i}) = (q_i^\star(G))^2 - f(g_i)$. Note that $\phi$ satisfies Properties 1 and 2. Finally, if $\gamma_2 < 2/3\gamma_1$, then $\phi$ is sub-modular, while $\phi$ is super-modular.
when $\gamma_2 \geq 2/3\gamma_1$. By Proposition 2, an efficient network is a NSG when $\gamma_2 < 2/3\gamma_1$, while by Proposition 4 an efficient network is empty or complete when $\gamma_2 \geq 2/3\gamma_1$.

We now propose an example of a model of provision of a public good where our results can be applied.

**Example 4 Provision of a public good.** Consider a two-stage game example, inspired by Goyal and Joshi (2006, Example 4.1, pg. 332). In the first stage of this game, players form links. In the second stage, each player chooses a level of costly effort to produce a good. The effort of player $i$ allows her to increase her payoffs, and generates positive externalities or spillovers for the payoffs of other players.

In the first stage, we assume that each player owns an amount of time equal to $m > n - 1$. She chooses to allocate this time between two activities. The first activity consists in forming or maintaining links with other players. The links formed by player $i$ allow her to decrease the cost of her own effort. We assume that each link takes one unit of time to be formed or maintained. The second activity takes into account the fact that spillovers are not a free good.\(^{14}\)

It follows that the payoff function of each player $i$ depends on her own effort, the effort of the other players and the links that she has formed in the network. Given the network formed at the first stage, the payoff function of each player at the second stage is:

$$S_i(e_i, e_{-i}) = \frac{(e_i)^2}{2} + \frac{(m-g_i)}{8} \sum_{j \neq i} (e_j - 1) + \gamma \left( \sum_{j \neq i} (e_j - 1) \right)^2 - \frac{(e_i)^3}{3(g_i + 1)}$$

The term $\frac{(m-g_i)}{8} \left( \sum_{j \neq i} e_j - 1 \right)$ captures the spillovers obtained by player $i$ from the others due to the amount of time she spends on absorbing spillovers. The term $\gamma \left( \sum_{j \neq i} (e_j - 1) \right)^2$ captures the spillovers obtained by player $i$ which does not depend on the choice of $i$, with $\gamma > 0$. Finally, the term $\frac{(e_i)^3}{3(g_i + 1)}$ captures the positive impact of the formation of links on the cost of player $i$’s effort.

\(^{14}\)This activity consists in increasing what Cohen and Levinthal (1990) called the absorptive capacity, that is the capacity to capture spillovers “in the air”.

The equilibrium effort at the second stage is $e_i = g_i + 1$. Since $\sum_{j \neq i} g_j = 2g_i + g_{-i}$, we can write the payoff function of each player $i$ at the first stage as:

$$
\pi_i(g_i, g_{-i}) = \frac{(g_i + 1)^2}{2} + \frac{(m - g_i)}{8}(2g_i + g_{-i}) + \gamma(2g_i + g_{-i})^2 - \frac{(g_i + 1)^2}{3}.
$$

Since $\gamma > 0$, $\pi_i(g_i, g_{-i})$ is convex in its first and in its second argument. Moreover, if $\gamma \leq 1/16$, then $\pi_i(g_i, g_{-i})$ is sub-modular while it is super-modular if $\gamma \geq 1/16$. By Proposition 2, an efficient network is a NSG when $\gamma < 1/16$, while by Proposition 4 an efficient network is empty or complete when $\gamma \geq 1/16$.

![Networks G1 to G5](image)

Figure 5: Some specific networks

### 4 Discussion

We now examine the role played by Property 1 for efficient networks. To simplify we deal with the following specific profit function gross of costs of forming links: $\Pi_i(G) = a(g_i)^2 - bg_ig_{-i} + c(g_{-i})^2$, with $a > 0$, $b = 2$ and $c = 1$, and the following function of costs of forming links: $f(g_i) = \tau(g_i)^2$, $0 \leq \tau \leq a$. Thus, the payoff function of each player $i$ is $\pi_i(G) = \phi(g_i, g_{-i}) = (a - \tau)(g_i)^2 - 2g_ig_{-i} + g_{-i}^2$. It is worth noting that in this situation, the parameter $\tau$ decreases the convexity in the first argument of $\phi$. We set $N = [1, 4]$. If $a = \tau$, then networks $G^1$ and $G^2$ shown in Figure 5 are efficient; if $a - \tau = 0.25$, then network $G^2$ shown in Figure 5 is efficient; if $a - \tau = 0.5$, then networks $G^3$ and $G^4$ shown in Figure 5 are efficient; if $a - \tau > 1.5$, then network $G^5$ shown in Figure 5 is efficient. To sum up, in the example described here, when convexity in the first argument of $\phi$ increases (here it is equivalent to decreasing the costs of forming links), the number of links increases in efficient networks.

We can now observe that the convexity in the first argument of $\phi(\cdot, y)$ is in general very different from the convexity of $\phi(\cdot, y')$, $y \neq y'$. This difference in convexity explains the emergence of some specific architectures. Suppose for instance that $\phi(\cdot, 0)$ is very convex relative to $\phi(\cdot, y)$,
\( y \neq 0 \), and convexity in the second argument and sub-modularity are sufficiently low. Then, star network (network \( G^3 \) in Figure 5), which is particularly asymmetric, is the unique efficient network. We illustrate this point through the following example. We set \( N = [1, 4] \) and we let the payoff function \( \phi(g_i, g_{-i}) \) be sum up through the following matrix:

\[
\begin{array}{cccc}
g_i & 0 & 1 & 2 & 3 \\
g_{-i} & 0 & 0 & 50 & 200 & 500 \\
& 1 & -50 & 0 & 50 & 100 \\
& 2 & -75 & -25 & 25 & 75 \\
& 3 & -90 & -40 & 10 & 60 \\
\end{array}
\]

Suppose we have \( \phi(1, 0) = 50 \). In such a situation network \( G^3 \) in Figure 5, which is the star network, is efficient.

5 Appendix

Proof of Proposition 1. Let \( G \) be an efficient network. To introduce a contradiction, suppose that there exist two subsets of players, say \( \{i, i'\} \) and \( \{j, j'\} \) with \( \{i, i'\} \neq \{j, j'\} \), in \( G \) such that \( G_{i,i'} = 1 \), \( G_{j,j'} = 0 \), \( g_i \leq g_j \) and \( g_{i'} \leq g_{j'} \). It is worth keeping in mind that if \( k \in N \) is involved in \( g_k \) links, then there are \( g_{-k} = g - g_k \) links in which \( k \) is not involved. It follows that if \( g_i \leq g_j \) and \( g_{i'} \leq g_{j'} \), then \( g_{-i} \geq g_{-j} \) and \( g_{-i'} \geq g_{-j'} \) in \( G \). Since \( \{i, i'\} \neq \{j, j'\} \), we have two possibilities, (i) either players \( i, j, i', j' \) are 4 distinct players, (ii) or there are 3 distinct players. (i) First, we deal with the case where players \( i, j, i', j' \) are distinct players: \( \{i, i'\} \cap \{j, j'\} = \emptyset \). In the following, we denote by \( N' = N \setminus \{i, j, i', j'\} \). Let us compare \( W(G + jj') \) and \( W(G) \):

\[
\Gamma^+ = W(G + jj') - W(G) = \phi_1(g_j + 1, g_{-j}) + \phi_1(g_{j'} + 1, g_{-j'}) + \phi_2(g_{i'\cdot}, g_{-i'\cdot} + 1) + \phi_2(g_i, g_{-i} + 1) + \sum_{\ell \in N'} \phi_2(g_{\ell\cdot}, g_{-\ell\cdot} + 1).
\]

We now compare \( W(G) \) and \( W(G - ii') \):
\[ \Gamma^- = W(G) - W(G - ii') = \phi_1(g_i, g_{-i}) + \phi_1(g_{i'}, g_{-i'}) + \phi_2(g_j, g_{-j}) + \phi_2(g_{j'}, g_{-j'}) + \sum_{\ell \in N'} \phi_2(g_{\ell}, g_{-\ell}). \]

Since \( G \) is efficient, we have \( W(G) - W(G - ii') \geq 0 \) and \( W(G + jj') - W(G) \leq 0 \). To obtain a contradiction it is sufficient to show that \( W(G + jj') - W(G) > W(G) - W(G - ii') \). First, we deal with \( A_1(G) = \sum_{\ell \in N'} \phi_2(g_{\ell}, g_{-\ell}) \). We have \( A_1(G) > 0 \) since \( \phi \) is strictly convex in its second argument. We now deal with \( A_2(G) = \phi_1(g_{j' + 1}, g_{-j'}) - \phi_1(g_{j'}, g_{-j'}) \). We have \( A_2(G) \geq 0 \) since \( \phi_1(g_{j' + 1}, g_{-j'}) \geq \phi_1(g_{j' + 1}, g_{j'}) \geq \phi_1(g_{j'}, g_{j'}) \). The first inequality comes from the sub-modularity of \( \phi \). The second and the third inequalities come from the convexity of \( \phi \) in its first argument. We use the same arguments to show that \( A_3(G) = \phi_1(g_{j' + 1}, g_{-j'}) - \phi_1(g_{j'}, g_{-\ell}) \geq 0 \). We now deal with \( A_4(G) = \phi_2(g_{i'}, g_{-i}) - \phi_2(g_j, g_{-j}) \). We have \( A_4(G) > 0 \) since \( \phi_2(g_{i'}, g_{-i}) > \phi_2(g_j, g_{-j}) \). The first inequality comes from the convexity of \( \phi \) in its second argument. The second inequality comes from the sub-modularity of \( \phi \). We use the same arguments to show that \( A_5(G) = \phi_2(g_{j'}, g_{-j'}) - \phi_2(g_{j'}, g_{-\ell}) > 0 \). To sum up, we have: \[ W(G + jj') - W(G) - [W(G) - W(G - ii')] = \sum_{r=1}^{5} A_r(G) \geq 0, \] since \( A_r(G) \geq 0 \), for \( r \in [1, 5] \), and \( A_1(G), A_4(G), A_5(G) > 0 \). It follows that \( W(G + jj') - W(G) > W(G) - W(G - ii') \geq 0 \) and \( G \) is not an efficient network, a contradiction.

(ii) Second, we deal with the case where there are 3 distinct players, that is \( \{i, i'\} \neq \{j, j'\} \) and \( \{i, i'\} \cap \{j, j'\} \neq \emptyset \). We assume that \( i = j \). We have \( G_{i,j'} = 1, G_{i,j} = 0 \), and \( g_{i'} \leq g_{j'} \). We note that \( W(G + ij') - W(G) \) is similar to \( \Gamma^- \) except that \( \phi_1(g_{j' + 1}, g_{-i}) = \phi_1(g_{j' + 1}, g_{-j}), \) and \( \phi_2(g_{i'}, g_{-i}) = 0 \). Moreover, \( W(G) - W(G - ii') \) is similar to \( \Gamma^- \) except that \( \phi_2(g_{j}, g_{-j}) = 0 \). By using the same argument as in the four distinct players case, we conclude. Similar proofs can be done when we permute the identity of the players.
References


