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Abstract 

Marking the 25th anniversary of the “digital divide,” we continue our metaphor of the digital 
inequality stack by mapping out the rapidly evolving nature of digital inequality using a broad lens. 
We tackle complex, and often unseen, inequalities spawned by the platform economy, automation, 
big data, algorithms, cybercrime, cybersafety, gaming, emotional well-being, assistive technologies, 
civic engagement, and mobility. These inequalities are woven throughout the digital inequality stack 
in many ways including differentiated access, use, consumption, literacies, skills, and production. 
While many users are competent prosumers who nimbly work within different layers of the stack, 
very few individuals are “full stack engineers” able to create or recreate digital devices, networks, 
and software platforms as pure producers. This new frontier of digital inequalities further 
differentiates digitally skilled creators from mere users. Therefore, we document emergent forms of 
inequality that radically diminish individuals’ agency and augment the power of technology creators, 
big tech, and other already powerful social actors whose dominance is increasing. 

  

 

  

Introducing emergent inequalities in the information age 

We continue our examination of emergent inequalities in the Information Age in this two-article 
series marking the 25th anniversary of the “digital divide” (U.S. National Telecommunications and 
Information Administration (NTIA), 1995). In the first article, “Digital inequalities 2.0: Legacy 
inequalities in the information age,” we introduced the concept of the “digital inequality stack” [1]. 
The digital inequality stack captures the complex layers that must all work together to produce digital 
inclusion. As we have shown, legacy digital inequalities remain present in the stack including 
economic class, gender, sexuality, race and ethnicity, aging, disability, healthcare, education, rural 
residency, networks, and global geographies. 

From this broad perspective, it is evident how rapidly digital inequalities are becoming implicit in 
every field of human endeavor and, more importantly, leaving those without resources ever further 
behind. From educational institutions to policy-makers to non-profit organizations, no one has been 
unable to equal the playing field or reign in the ever widening advantages conferred to those with 
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digital resources. On the contrary, as we show, each technological “advance” gives birth to new 
disparities and social problems as digital resources are insinuating themselves into our daily lives. 

Therefore, in this second article, we add additional layers to the digital inequality stack by mapping 
out the rapidly evolving nature of digital inequality using a broad lens. We tackle complex, and often 
unseen, inequalities spawned by the platform economy, automation, big data, algorithms, 
cybercrime, cybersafety, civic engagement, mobility, gaming, emotional well-being, and assistive 
technologies. These inequalities are woven throughout the digital inequality stack in many ways from 
differentiated access, use, and consumption, literacies and skills, and production. 

Further, though we live in an age where mobile digital technologies are increasingly pervasive, 
emergent inequalities are growing in terms of power and production. While many users are 
competent prosumers who nimbly work within different layers of the stack, very few individuals are 
“full stack engineers” able to create or recreate digital devices, networks, and software platforms as 
pure producers. New sorting mechanisms generated by big data and algorithms are not fully 
transparent either to their targets or all but the most sophisticated professionals generating them. 
This new frontier of digital inequalities further differentiates digitally skilled creators from mere 
users. 

Therefore, we document emergent forms of inequality that radically diminish individuals’ agency and 
augment the power of technology creators, big tech, and other already powerful social actors. This is 
a fundamental shift from categorical and institutional inequalities to radically different inequalities 
that could not exist in the absence of the Internet. As sociologists and social scientists we must 
understand the origin of power increasingly in the hands of those creating and using technologies at 
the highest levels of power from the economy to the incarceration system to the digital public 
sphere. Therefore, we ask sociologists, social scientists, and those in positions of power to consider 
digital resources as human rights and primary goods that must be used to benefit humanity rather 
than to create emergent digital bonds detrimental to us all. 

  

 

Accessibility as a human right 

Access, as the foundational layer of the digital inequality stack, is increasingly recognized in terms of 
human rights. In several countries of the world, Internet access is regarded as a human right. Such 
statutes or policy declarations are known to exist in Finland, Costa Rica, Estonia, Greece, and France. 
With most government services and corporate networks now operating from Internet platforms, 
citizen use of these platforms is often taken for granted. But these statutory or operational norms 
cannot be realized without broadband access at affordable costs. 

The Alliance for Affordable Internet (A4AI) leaves no doubt about the need for public policies and 
commercial rates that can enable citizens the world over to use the Internet: “For the 50 percent of 
the world unable to connect, the greatest barrier remains affordability. Across Africa, the average 
cost for just 1GB data is approximately seven percent of the average monthly salary. In some 
countries, 1GB costs as much as 20 percent of the average salary ... .” (Alliance for Affordable 
Internet, 2019b). Therefore, according to the Alliance for Affordable Internet, broadband access 
should be a right rather than a luxury. Writing in their recent “Affordability report,” the Alliance for 
Affordable Internet states: “Not only a pathway to information, communication, and economic 
opportunity, the Internet is increasingly necessary to access basic commercial and public services.” 
(Alliance for Affordable Internet, 2019a). 

This perspective on the vital importance of affordable Internet access is supported by the 
International Telecommunications Union’s (ITU) Broadband Commission for Sustainable 
Development. In its 2018 “Report”, the Commission focused on access as a means of speeding up 
sustainable development globally. It noted that while 2018 marked a milestone when half the 
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world’s population gained a measure of online access, there was still a great deal to be done. 
“Advances in mobile broadband (such as 4G and 5G) and in next generation satellite technologies,” 
the Commission indicated, “will mean the delivery of digital services more quickly and reliably, with 
implications for the future of eHealth, transportation, education and disaster relief.” (International 
Telecommunications Union, 2018) 

The notion of using wireless broadband to meet perceived needs for global south development has a 
long pedigree. A 2003 publication by infoDev, Wireless Internet Institute, and the United Nations 
Information and Communication Technology Task Force, 2003, entitled “The wireless Internet 
opportunity for developing countries,” called for wireless deployment as a quick and cheap option 
for developing countries to get online. “The promise of wireless Internet technologies has generated 
much interest on the part of the international development community. While in developed nations 
these technologies have been associated with mobility applications and local area networking in 
homes and offices, their most intriguing application in developing nations is the deployment of low-
cost broadband infrastructure and last mile distribution.” (infoDev, 2003) 

Overall, it would appear that equitable and affordable access to data and to the Internet remain an 
important barrier to global development. The issue of lack of access is joined by other global 
inequality issues. High level policy initiatives, especially on the part of the Federal Communications 
Commission (FCC) in the U.S. aim at the discontinuation of the doctrine of net neutrality. Such 
initiatives threaten to scuttle equitable access speeds and cost parity to the detriment of weaker and 
economically disadvantaged Internet users. Indeed, Pickard and Berman, in their 2019 book After net 
neutrality: A new deal for the digital age, advocate a reframing of the threat to net neutrality. In their 
view, net neutrality is more than a conflict between digital leviathans such as Google and Internet 
service providers like Comcast. Rather it is part of a much wider project to commercialize the public 
sphere and undermine the free speech essential for democracy (Pickard and Berman, 2019). 

It appears clear that disparities in Internet access and usage still abound. A return to Internet public 
policy-making on the scale of the World Summits of the Information Society (WSIS) may be inevitable 
to redress many of the global impediments to broad-based, affordable Internet for development 
among all demographic groups and global regions to combat digital inequalities on an international 
scale. 

  

 

Platform economy and digital labor 

Another global phenomenon is the rise of digital platforms — from Facebook and YouTube to Uber, 
Upwork, and Amazon Mechanical Turk — and their impact on the world of work, as they provide on-
demand earning opportunities through technology-driven intermediation. In principle, the effects on 
inequalities of such platforms are ambiguous (Sundararajan, 2016; Hoang, et al., 2020). They may 
widen participation of underrepresented groups into labor markets historically shaped by gender, 
race, and class divisions. But platform labor is still for the most part unregulated and consists largely 
of low-paid, unstable, and unprotected work activities — which may reinforce existing gaps or 
generate new vulnerabilities. 

To disentangle the net impact of platform-mediated work, it is useful to break it down into its 
different forms. While varying typologies have been proposed (Berg, et al., 2018), a key distinction is 
between projects or “gigs” and shorter, fragmented “tasks.” Examples of the former comprise driving 
passengers, delivering purchases, and designing a company’s logo, while examples of the latter 
include tagging objects in images, transcribing bits of text, taking pictures of products in shops, and 
flagging some online content as adult or inappropriate (Tubaro, et al., 2020). Gigs and tasks can be 
either location-based (necessitating physical presence in a given place) or online-only (allowing 
remote execution). 
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Location-based gig platforms such as AirBnb and Uber have attracted a great deal of popular 
attention, in light of their technology-based efficiency gains as well as their promise to include a 
diverse workforce — such as drivers previously excluded from the highly regulated taxicab industry. 
However, participation reproduces some biases inherited from the broader gender and race divides 
(and stereotypes) of our society, resulting for example in more women cleaning and more men 
driving and delivering (van Doorn, 2017). Of note, a specific crowding-out effect raises income 
inequality among the bottom 80 percent of the distribution (Schor, 2017): well educated people who 
have full-time jobs in addition to platform labor, engage in manual activities such as cleaning, 
moving, and driving, which were traditionally left to workers with low educational attainment. 

More prominently, platforms produce a shift in the balance of power between capital and labor. The 
practice of classifying providers as independent contractors rather than employees deprives them of 
welfare benefits, social protections, pension contributions, and training opportunities that in 
industrial countries mitigate life-long effects of labor-capital inequalities. Likewise, opaque methods 
of “algorithmic management” produce information asymmetries and surveillance that restrict 
workers’ autonomy (Rosenblat, 2018), to the advantage of the platform and its clients. 

To a great extent, these considerations extend to gigs that are performed entirely online on 
platforms like Upwork by freelance subcontractors such as graphic designers, software developers, 
translators, and other “virtual” workers (Huws, 2003). These activities open market opportunities to 
professionals in emerging and low-income economies (Lehdonvirta, et al., 2019) and can thus be 
construed as a remedy to global rather than local asymmetries. Nevertheless, they generate 
competition between workers worldwide, driving down remunerations and shifting bargaining power 
toward clients — usually tech companies based in developed countries. Geography plays a role that, 
“rarely bolster(s) both the structural and associational power of workers” (Graham and Anwar, 
2019). 

Less-qualified tasks that are provided through platforms such as Amazon Mechanical Turk are known 
as “micro-work” (Irani, 2015; Ekbia and Nardi, 2017; Tubaro and Casilli, 2019). These tasks can be 
online-only (for example, labeling images) or location-based (taking pictures in shops). While 
requiring only Internet connection and minimal digital literacy, micro-work still attracts relatively 
highly qualified providers (Berg, et al., 2018), often excluded from the formal labor market owing for 
example to family duties or disability (Gray and Suri, 2019). Gender differentials persist, insofar as 
women are more numerous to micro-work in countries (like the U.S.) where this activity constitutes a 
supplementary source of income, while more men micro-work in countries (like India) where it 
represents a primary source of income (Ipeirotis, 2010). 

As with other forms of digital platform labor, widened access does not significantly contribute to 
closing the income gap. Remunerations for micro-tasks can be as low as a few cents, and hourly pay 
rates are well below minimum wage (Hara, et al., 2018). While micro-work is a recent phenomenon 
and its long-run effects on providers’ personal and professional trajectories are yet unknown, the 
repetitive nature of tasks, volatility in their availability, and anonymity of individuals in the “crowd,” 
hinder any effort to consolidate skills and to accumulate human capital to develop stable careers. 

Online-only micro-work maintains strong disparities related to geographic location, whereby workers 
in emerging nations are most affected by uneven Internet connectivity, time zones, language, 
security, and pay mechanisms. Conscious of these global asymmetries, digital platform users 
acknowledge lack of transparency and interiorize their activity as a “global digital sweatshop,” 
mirroring other relatively low-status occupations such as sex work, fast-food work, or low-level 
agricultural and farming jobs (Martin, et al., 2016). 

In-between gigs and tasks is what we can call “social networked labor,” a set of activities that provide 
and qualify content and data for social media. It includes underpaid or non-remunerated activities 
such as production, moderation and annotation of videos, images or text. The instability of this type 
of activity renders it precarious, while professionals who perform it are often downgraded to simple 
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“users” (van Dijck, 2009). Key motivations for this type of digital labor are opportunity to build a 
portfolio toward employability (Kuehn and Corrigan, 2013) and to access a global audience, 
especially for workers residing in emerging countries (Roberts, 2019). It remains to be seen whether 
these efforts ultimately pay in terms of reducing inequalities grounded in gender, culture, or 
geography. 

Overall, platform-mediated digital labor diminishes labor power relative to capital and fails to level 
the playing field between workers in the emerging and developed world, although its effects on 
other axes of social inequality are more ambivalent. Contractual stability, whether achieved via 
reclassification or through a special status for platform workers, does not suffice to curb the 
tendency to consider “humans as a service” (Prassl, 2018). More promising solutions are being 
progressively put in place by workers and activists to increase their autonomy and bargaining power 
(Graham and Woodcock, 2018), and to recognize and leverage the potential for skills formation on 
platforms (Margaryan, 2019). Until such changes occur, however, the platform economy and digital 
labor remain embedded in the digital inequality stack. 

  

 

Automation 

Automation also poses a threat of exacerbating digital inequalities in new ways at the intersection of 
education, the workforce, and the economy. Increasingly, industrial applications of smart 
technologies will eliminate many middle-skill jobs that feature repetitive tasks (Autor, 2015). Yet, as 
of 2019, areas of the world with advanced digital technologies lack employees trained to take 
advantage of them. For example, a 2019 survey by MIT’s Sloan School of Management and the 
Boston Consulting Group reported that 70 percent of business executives in the U.S. reported little to 
no impact from their automation projects. That parallels a 2016 report by the European Commission 
(EC) suggesting that only 1.7 percent of European businesses are poised to realize the full potential of 
advanced digital technologies, while 41 percent are not positioned to capitalize on them at all. 

The obstacle is the lack of a properly trained workforce. Even though the EC report forecast that 90 
percent of jobs by 2025 will require some digital skills, 47 percent of the European employees don’t 
possess them. The pattern is similar in the U.S., where 71 percent of current jobs require medium to 
high-level digital skills, up from 45 percent in 2002. Consequently, both the EU and the U.S. are 
encouraging more emphasis on science, technology, engineering, and mathematics (STEM) skills 
education, such as artificial intelligence, design thinking, nanotechnology, and robotics. 

However, while that training will be a key for those entering the workforce, it can create severe 
dislocation for those already in the workforce who lack that training. That is especially true for those 
lacking digital skills, many of whom work in the jobs featuring repetitive tasks that automation will 
replace. Workers left on the wrong side of the digital skill divide will suffer the consequences of this 
global shift. As Autor cautions: “... the ability of the U.S. education and job training system (both 
public and private) to produce the kinds of workers who will thrive in these middle-skill jobs of the 
future can be called into question” (Autor, 2015). 

One way to avoid being left on the wrong side of the digital skill divide is to become proficient in so-
called “soft skills” resistant to automation. Research by the MIT-IBM Watson AI Lab reveals that 
individuals who can master tasks that require “common sense, judgment, intuition, creativity, and 
spoken language” will be highly valued by corporations in the future (MIT-IBM Watson AI Lab, 2019). 
Still, the increasing move toward automation shows how new elements must be included in the 
digital inequality stack as digital technologies become more deeply entrenched in the workplace. 
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Big data and algorithms 

Big data and AI add new dimensions to the digital inequality stack due to the asymmetrical control of 
data and privacy, the fast-growing automated production and distribution of services and resources, 
and the underrepresentation of marginalized voices in algorithmic infrastructure. Big data and AI 
bring great opportunities and challenges for prosperity, security, law and order, and the future of 
work in profound ways. Thus, it is vital to understand their built-in inequalities, potential biases, and 
long-term, yet often hidden-impacts on resource allocation. 

Big data fundamentally challenges privacy rights and can create new inequalities. Privacy erosion has 
rendered individuals, especially the structurally or culturally marginalized, under the watchful eyes of 
big and small brothers ranging from nation state governments to big and small tech firms (Chen, et 
al., 2018). Facial and voice recognition are introduced in both authoritarian and democratic societies. 
Many users are concerned but not well informed. For instance, about three-quarters of adult 
American Facebook users did not know that the site collected data on user traits and interests for 
advertisers (Pew Research Center, 2019). 

In addition, individuals’ data can be used to maintain existing inequalities and create new inequalities 
with mechanisms such as dynamic pricing, social credit scores, and behavior targeting (Chen, 2019). 
Thus, big data and AI can generate algorithmic inequalities through new sorting metrics, reflecting 
the opaque demands of commercial and governmental interests. 

Big global tech firms often have treasure troves of data perhaps greater than most of the nation state 
governments. Such data are hidden from public view. This is especially troubling as algorithms are 
increasingly used to make consequential decisions with high stakes implicationscredit and loan 
qualification, child protection, hiring and promotion in jobs, healthcare and insurance, and even 
prison sentencing. The potential built-in racial, gender, class, and other biases in big data and 
algorithms have been shown to be dangerous and destructive across many life realms including 
prison sentencing (Barocas and Selbst, 2016; Noble, 2018; McClain, 2019). 

In sum, the combination of big data and algorithms can lead to both the reinforcement of legacy 
digital inequalities and the generation of emergent forms of digital inequality. Guarded by 
proprietary data, patents, and NDAs, the algorithmic black boxes have made discrimination and 
exploitation invisible from public scrutiny. Finally, another consequence of the black box algorithms 
is the intellectual debt accumulated through unexplained knowledge that undervalues the 
understanding of causal effects (Zittrain, 2019). 

  

 

Digital intersections with criminal justice and security 

Another layer in the digital inequality stack relates to risk, particularly vulnerability to cybercrime and 
surveillance. The anonymous environment of cyberspace allows for new avenues of criminal activity 
by increasing the modalities of criminality and the range of victims, from individuals to governments 
to corporations. Not only have the populations of both aspiring criminals and potential victims 
increased over time, but the continuous improvements that make ICTs ever faster, cheaper, and 
easier to use have reduced the technical skills required for cybercrime while vastly complicating 
cybersecurity measures. 

As these crimes continue to rise each year and account for billions of dollars in annual losses (U.S. 
Federal Bureau of Investigation. Internet Crime Complaint Center, 2019), many network and 
computer breaches that give criminals access to valuable personal information are avoidable 
(Bellasio, et al., 2018). However, a user’s ability to guard against victimization heavily depends on 
their access to needed education and resources. Just as social inequalities shape digital inequalities, 
they also affect vulnerability to cybercrime. Connected individuals with disabilities, for example, are 
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disproportionately subjected to harassment, stalking, bullying, and disability-related hate crimes in 
cyberspace (Alhaboby, et al., 2017). As we will see in the next section, cybercrime disproportionately 
victimizes members of disadvantaged groups, who are typically less skilled yet more likely to use 
unsecured (often free) networks that may expose them to cyberthreats. 

Other issues of inequality stem from increasing efforts to employ technology to solve an array of 
urban problems. Municipalities worldwide have invested heavily in sensor networks, video 
surveillance, and predictive analytics to collect data about behavioral patterns such as traffic flow, 
pedestrian movement, and use of public services (Eubanks, 2017; Monahan, 2018). Yet these efforts 
also may produce harmful consequences for urban residents, especially members of socially 
disadvantaged groups. For example, the 2014 effort to replace New York City payphones with 
citywide Wi-Fi was ostensibly intended to increase access to digital technology, but it also exposed 
lower-income residentsthose who most relied on the open, unsecured networksto security breaches 
and mass surveillance (Hornbeck, 2018). Moreover, increasing use of automated eligibility systems 
for social services, which often are integrated across multiple programs and agencies, forces lower-
income residents to decide between giving up sensitive personal information with no assurance that 
it will be protected, or maintaining their privacy by not applying for much-needed assistance 
(Eubanks, 2017). 

Law enforcement agencies increasingly employ data-mining techniques to track, to help solve, and 
even to predict crimes (Hassani, et al., 2016). Software for assessing an offender’s risk of reoffending 
is routinely used in courtrooms in the U.S. (Angwin, et al., 2016), and data from body cameras and 
gunshot detection devices are frequently treated as objective evidence of sound police work (Merrill, 
2017). Yet, studies of the efficacy of such technologies have uncovered low success rates (Dror and 
Mnookin, 2010; Merrill, 2017), as well as biases based on race, ethnicity, gender, and socioeconomic 
status (Angwin, et al., 2016; McClain, 2019; Noble, 2018; Nunn, 2001). Using facial imagery and DNA-
based technologies to uncover crime patterns, for example, has disproportionately focused on 
people of color, thereby reinforcing the criminalization of minority group members and increasing 
their risk of stigmatization (Machado and Granja, 2020; Skinner, 2020). 

The tendency for ICT-related surveillance to target economically disadvantaged communities (Nunn, 
2001) also increases the likelihood of crime detection in those areas, as well as rates of prosecution 
and imprisonment of the residents (Brayne, 2017; Monahan, 2017). Considering that criminal 
conviction leads to exclusion from digital life in ways that hinder a former offender’s successful 
reintegration into society (Toreld, et al., 2018), including inabilities to keep up with technological 
advances and to maintain a digital profile that may be used as part of an employment background 
check, this generates yet another layer of digital inequalities that may be opaque to the victims. 

  

 

Cybersafety 

As we saw in the previous section, cybervictimization incidents are prevalent worldwide; they affect 
close to 40 percent of adult Internet users in Greece, New Zealand, the U.S., Switzerland, and Taiwan 
(Zhou, 2017) with consequences on individual, institutional, and governmental levels (Anderson, et 
al., 2013). Therefore, cybersafety is another layer in the digital inequality stack closely related to 
cybercrime. 

Cybersafety skills and risk management are capital-enhancing digital activities. As more regular tasks 
and resources depend on digital technologies (from our thermostats to critical infrastructures), 
individuals and groups are increasingly exposed to greater digital risks (Livingstone, et al., 2015; 
Dodel and Mesch, 2019). Here, legacy digital inequalities play out in new ways because skills are 
unequally distributed across populations, with significant disparities according to socio-economic 
status, age, disability, and gender (Büchi, et al., 2017; Dodel and Mesch, 2019). 
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In this way, cybersafety skill gaps have implications for new permutations of digital inequalities. 
Technological skills are necessary to maintain protective software, manage privacy settings, and 
practice password hygiene. Informed and knowledgeable cybersafety practices comprise a diverse 
set of behaviors and preventative measures. These include but are not limited to: anti-spyware 
software adoption (Liang and Xue, 2010), password practices (Ur, et al., 2016), adequate privacy and 
sharing configurations (Büchi, et al., 2017; Park, 2013), identity theft prevention, and behaviors 
specific to children’s online safety (Büchi, et al., 2017; Dodel and Mesch, 2019). Such cybersafety 
skills confer an advantage to those who have them and to children in their care. 

The effects of gender and age on cybersafety are complex. On the one hand, women and older users 
tend to report lower levels of technological self-efficacy and digital skills (van Deursen, et al., 2016) 
that could facilitate cybersafety practices. On the other hand, women and older users also express 
heightened perceptions of vulnerability and anticipate more severe and lasting consequences of 
threats (Box, et al., 1988; Sacco, 1990) that could increase their engagement in preventive behaviors 
(Dodel and Mesch, 2019). Whereas the latter has — paradoxically — some positive effects for 
cybersafety, both instances reflect the consequences of inequalities suffered by vulnerable social 
groups. 

However, there is no countervailing effect of motivation on cybersafety behaviors when it comes to 
the effects of socioeconomic disadvantage. Skills gaps are often impacted by economic barriers, 
given that many programs, software, and services have prohibitively high costs that further increase 
the effects of socioeconomic disparities. Further, lower socioeconomic status (SES) individuals often 
lag behind in the adoption of cybersafety behaviors because of educational skill gaps (Büchi, et al., 
2017; Dodel and Mesch, 2019; 2018). Indeed, socioeconomic disparities are statistically significant 
predictors of cybersafety behaviors that are mediated through digital skills, cognitive beliefs, routine 
activities, and parental oversight of children’s Internet use (Dodel and Mesch, 2019; Reyns, et al., 
2016; Leukfeldt and Yar, 2016; Arachchilage and Love, 2014; Hanus and Wu, 2016). 

  

 

Civic engagement and mobility 

Two other areas of vulnerability in the digital inequality stack are civic engagement and mobility. The 
relationship between community, political, or civic engagement and information technologies (ICTs) 
was first studied before the smartphone era. This first wave examined whether increased use of ICTs 
drew one’s interests away from community, political, or civic engagement and other social behaviors 
(Katz and Rice, 2002) as opposed to facilitating new avenues for connection (Hampton, 2001; 
Haythornthwaite and Wellman, 1998). The results of empirical work overwhelmingly demonstrated 
that ICTs increased contacts and the broadening of one’s civic networks (Boase, et al., 2006) as well 
as provided an avenue to find information about participating at the local and national levels (Stern 
and Dillman, 2006). 

However, as with other kinds of digital inequality, the benefits of digital resources for civic 
engagement redounded disproportionately to those who were already well endowed economically 
(Hampton and Wellman, 2003), enjoyed higher education levels (Chadwick, 2012), and were already 
involved in civic or political groups (Stern and Adams, 2010). Early research largely conducted before 
widespread smartphone adoption assumed that the rapid adoption of Internet use and broadband 
diffusion would reduce disparities. However, as time passed, and the disparities in ICT usage for civic 
engagement did not regress, empirical differences in using ICTs for community, political, or civic 
engagement led scholars to study civic engagement in relation to education, skills, and proficiencies. 
For example, Mossberger, et al. (2007) identified gaps in digital citizenship related to income, race, 
education, and age. Horrigan, et al. (2004) studied the importance of technological skill in engaging in 
political discussion via listservs; others documented similar trends such as obtaining campaign and 
voting information (Stern and Rookey, 2013). 
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However, it remains to be seen what effect mobility will have on civic engagement in an era in which 
increasing numbers of people perform Internet searches, social networking, and routine tasks on 
mobile devices. Researchers have theorized about the degree to which mobility can close civic 
engagement gaps. Some empirical results show that engagement is fostered via intuitive design with 
stakeholders or “citizen interaction design” (Lampe, 2018). Future work is needed to understand if 
the benefits translate to other areas of engagement that can mitigate disparities related to age (Gil 
de Zúñiga and Chen, 2019) and the ability to identify misinformation (Yamamoto, et al., 2018). As 
mobility increases, the relationships between ICTs and community, political, or civic engagement will 
continue to warrant scrutiny. 

  

 

Gaming 

Gaming is another evolving dimension of digital inequality. While earlier literature relegated gaming 
to the margins of capital-enhancing activities, this assumption is being challenged. There is a growing 
body of research that examines the positive impacts of playing digital games on a wide variety of 
topics and contexts. Therefore, we may need to reevaluate our understanding of the role that digital 
games play in both the proliferation and amelioration of digital inequalities in modern society. 

Digital games have the potential to impart numerous educational, career, and psychological benefits. 
Therefore, we must also consider the possible ramifications of the unequal distribution and access to 
digital games. For instance, roughly 36 percent of households in the U.S. do not contain a gaming 
device (Entertainment Software Association, 2018). On the other hand, while 64 percent of American 
households report owning a device to play video games, there is a substantial amount of variability in 
the kinds and quality of devices used to play games. For example, the majority of respondents play 
games on tablets or smartphones (60 percent) while only 41 percent report playing on a personal 
computer (Entertainment Software Association, 2018). Such device variability has inequality 
ramifications that are just being recognized, as evidence mounts that playing games on a computer 
increases computer self-efficacy, by contrast with console ownership (Ball, et al., 2018). 

Furthermore, monetization methods increasingly employed within the digital gaming industry have 
inequality implications. The industry is moving away from traditional “one-time” purchases towards 
“games-as-service” or “freemium” models in which players continually spend money on games, 
which prices out those who cannot afford to purchase continuous or subscription services. More 
specifically, approximately 23 percent of players spend money on microtransactions which indicates 
that the majority of gamers are either unwilling or unable to participate in this new games-as-service 
economy (NPD Group, 2016). Microtransactions can give players in-game benefits which could 
advantage and disadvantage players in these digital spaces based on SES (Švelch, 2017). Likewise, as 
people long to belong they may feel pressured, but unable, to purchase in-game items/cosmetics 
that confer social status (Walton and Pallitt, 2012). For example, one study found that players feel 
pressure to purchase micro-transactions when confronted with players that have purchased them 
(Evers, et al., 2015). 

While some might dismiss gaming inequalities as peripheral to well-being, Pugh’s (2009) research 
makes a strong case that young people forge social relationships, connections, and meaning through 
consumer purchases. Device variability also impacts the benefits and consequences of digital 
gameplay over the long term (Ball, et al., 2020). Youths priced out of keeping pace with device 
acquisition or services may thereby be priced out of social inclusion (Walton and Pallitt, 2012). 
Finally, yet other literature (Bergstrom, 2012; Aarsand, 2007) examines the replication of social 
identity norms in gaming settings, thus opening the door to other kinds of social exclusion in the 
gaming layer of the digital inequality stack. 
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Well-being and the life course 

Well-being is one of the newest additions to the digital inequality stack with implications across the 
life course. Recently, scholars have begun focusing on disparities in tangible off-line benefits from ICT 
use (van Deursen and van Dijk, 2019; van Deursen, et al., 2016). Psychosocial well-being, such as 
emotional well-being, loneliness, depression, and support satisfaction are some of the tangible 
outcomes of ICT use that researchers are increasingly investigating. 

Young people experience diminished well-being as a result of heightened stress in learning digital 
skills through “emotional costs” (Huang, et al., 2015). Emotional costs act as a mediating factor 
between different levels of the digital inequality stack from access to skill acquisition to a sense of 
self-efficacy. In educational settings, students experience anxiety when they lack digital skills shared 
by their peers; this anxiety may diminish positive attitudes towards digital technologies and even 
diminish learning digital skills. Young people who lack digital resources also experience stigma, 
shame, and social isolation when they are isolated from their peers on social media and cannot play 
the “identity curation game”. For digitally disadvantaged young people, connectivity gaps prohibit 
enacting idealized social media identity curation and identity management, leading to negative 
emotions including frustration, shame, embarrassment, and longing. 

At the other end of the life course, research shows that the use of ICTs promotes social 
connectedness, and reduces social isolation and loneliness among older adults (Chopik, 2016; Sum, 
et al., 2008). However, class inequalities are also important as indicated by research on ICT use and 
psychosocial well-being among older adults such as Helsper and van Deursen’s (2017) study 
suggesting that the quality of social support that people receive is unequally distributed. Older 
adults, as “digital immigrants,” may feel offended or ostracized when younger generations, as “digital 
natives,” engage with ICTs around them. In this sense, digitally disadvantaged people are more likely 
to resist digital engagement and less likely to translate their ICT use into off-line benefits. Even when 
seniors receive the social benefits of ICT use with geographically distant social ties, they feel 
disconnected from geographically close social ties, which is labeled as a physical-digital divide (Ball, 
et al., 2019). 

Across the life course, but particularly for older adults, research shows that using ICT for social 
purposes is associated with both physical and psychological health, and reduced loneliness followed 
by using ICTs mediated the effects of ICTs on these positive outcomes. (Chopik, 2016). ICT use 
facilitates mattering, which refers to an individual’s belief that they are important, acknowledged, 
and relied upon by others, that reduces negative psychosocial outcomes such as loneliness and 
depression. Finally, returning to the off-line-online feedback loop relating to well-being, experiencing 
difficulty in using ICTs may become a catalyst for people to seek assistance from social ties. This may 
in turn indirectly increase their social interactions and promote their psychosocial well-being (Francis, 
et al., 2018). 

  

 

Assistive technologies 

We close this examination of emergent digital inequalities by looking at assistive technologies, which 
are an important phenomenon for health and well-being, with implications for the digital inequality 
stack. Assistive technologies are increasingly of interest to across diverse fields including sociology, 
health, and education. Assistive technologies are important to enhance well-being in important 
domains including education and health (Freeman and Quirke, 2013). However, as with other forms 
of digital inequality, assistive technologies do not always provide all of their potential benefits when 
individuals lack either or both the resources or skills to take advantage of them (Bach, et al., 2013). 
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In addition to cost, Lazar and Jaeger (2011) present several key challenges to the use of assistive 
technologies that may aid diverse populations: 1) platforms and technologies are generally not 
designed as assistive technologies; 2) technological accommodations for one group may not meet 
the needs of another group; 3) individuals may lack training or social networks to help them; and, 4) 
the rapid pace of change may make assistive technologies quickly obsolete and discontinued for 
market reasons, despite their social benefit. Other challenges for ICT adoption for vulnerable 
populations may also impact the use of assistive technologies. These include but are not limited to 
stigma (Parette and Scherer, 2004), agency (Robinson, 2020), ethical anxiety (Yusif, et al., 2016) and 
privacy acquisition strategies (Robinson and Gran, 2018). 

Nonetheless, two important studies show that progress can be made, especially through education 
and media mastery (Rice, et al., 2018). Waller’s (2016) work on assistive technologies in education 
illuminates the experiences of visually impaired students in Jamaica and Barbados for whom ICTs act 
as significant tools that increase stigma-free participation for information acquisition. Another study 
of children with hearing impairment in Jamaica (Morris and Henderon, 2016) shows how the 
implementation of digital resources in public schools bolsters participation, confidence, and learning 
outcomes. These studies show the potential empowerment of individuals when assistive 
technologies are marshalled to enhance life chances and well-being in ways only imagined by early 
studies of the Internet (Castells, 2001). At the same time, the work calls our attention to continually 
updating layers of the digital inequality stack while recognizing the unsolved challenges recognized 
by early scholarship (Norris, 2001). 

  

 

3.0: Implications of emergent digital inequalities 

In closing, our two-part series of articles both commemorate the 25th anniversary of the “digital 
divide” and serve to animate future calls to action as digital inequalities become more ingrained and 
insidious. By extending our metaphor of digital inequality stack, we have documented the quickly 
evolving nature of digital inequalities. We have illuminated new frontiers of inequalities arising from 
the platform economy, automation, big data, algorithms, cybercrime, cybersafety, civic engagement, 
mobility, gaming, emotional well-being, and assistive technologies. These new dimensions of digital 
inequalities add complexity to this multi-layered phenomenon and continue to reinforce how digital 
and social inequalities are interwoven. Mapping out these new forms of inequalities underlines the 
complex ways inequalities persist within and between countries, individuals and groups, the 
powerful and the powerless. Therefore, we draw attention to the growing power differentials 
between “ordinary” citizens and the dominating powers of big tech. Indeed, as revealed, these new 
forms of (digital) inequalities tend to lessen individuals’ agency while enhancing the power of 
technology creators, big tech, and other already powerful social actors. 

We therefore call for additional work resisting the enlarging gap between the digital oligarchy and 
the digital underclass (Ragnedda, 2020). This task is critical, lest the advent of tomorrow’s digital 
technologies reinforce rather than mitigate already existing social inequalities. At the same time, we 
must also bear in mind that inequalities of all kinds are not “natural facts” but are the cumulative 
results of economic, political, and ideological choices. These choices are simultaneously big and 
small, individual and collective, formal and informal, quotidian and extraordinary. They are tensions 
that seem both within our grasp and yet also increasingly out of reach. If big tech and the digital 
oligarchy continue to profit from and de facto regulate every aspect of our digital lives, the digital 
inequality stack will continue to grow along multiple axes to the detriment of the many. Therefore, as 
social scientists, we need to reinforce the idea that digital resources are new civil and human rights 
that need to be promoted and cultivated. All stakeholders — individuals, groups, grassroots 
movements, policy-makers, and industry leaders of conscience — must ensure that the benefits and 



12 

 

profits of each technological advance be used to benefit humanity rather than serve as tools of social 
reproduction in the hands of the increasingly few.  
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Note 

1. The order of authors reflects the sequence of contributions to the two-part article series as 
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“Digital inequalities 2.0: Emergent inequalities in the information age” was co-authored by: Laura 
Robinson and Jeremy Schulz (Legacy inequalities in the information age: The digital inequality stack); 
Grant Blank (From digital divides to digital inclusion); Massimo Ragnedda (Economic class); Hiroshi 
Ono (Gender); Bernie Hogan (Sexuality); Gustavo Mesch (Race and ethnicity); Shelia R. Cotten 
(Aging); Susan B. Kretchmer (Disability); Timothy M. Hale (Healthcare); Tomasz Drabowicz 
(Education); Pu Yan (Rural and urban inequalities); Barry Wellman and Molly-Gloria Harper 
(Networked individualism); Anabel Quan-Haase (Global digital inequality); Aneka Khilnani (Digital 
inequalities and COVID-19); and Jeremy Schulz, Laura Robinson, and Massimo Ragnedda (2.0: 
Implications of legacy digital inequalities). 

“Digital inequalities 3.0: Legacy inequalities in the information age” was co-authored by Laura 
Robinson and Jeremy Schulz (Emergent inequalities in the information age); Hopeton S. Dunn 
(Accessibility as a human right); Antonio A. Casilli and Paola Tubaro (The platform economy and 
digital labor); Rod Carveth (Automation); Wenhong Chen (Big data and algorithms); Julie B. Wiest 
(Digital intersections with criminal justice and security); Matas Dodel (Cybersafety); Michael J. Stern 
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